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Abstract
The idea of a canonical transformation emerged in 1837 in the course of Carl Jacobi’s
researches in analytical dynamics. To understand Jacobi’s moment of discovery it is
necessary to examine some background, especially the work of Joseph Lagrange and
SiméonPoisson on the variation of arbitrary constants aswell as some of the dynamical
discoveries of William Rowan Hamilton. Significant figures following Jacobi in the
middle of the century were Adolphe Desboves andWilliamDonkin, while the delayed
posthumous publication in 1866 of Jacobi’s full dynamical corpus was a critical event.
François Tisserand’s doctoral dissertation of 1868 was devoted primarily to lunar and
planetary theory but placed Hamilton–Jacobi mathematical methods at the forefront
of the investigation. Henri Poincaré’s writings on celestial mechanics in the period
1890–1910 succeeded in making canonical transformations a fundamental part of the
dynamical theory. Poincaré offered a mathematical vision of the subject that differed
from Jacobi’s and would become influential in subsequent research. Two prominent
researchers around 1900 were Carl Charlier and Edmund Whittaker, and their books
included chapters devoted explicitly to transformation theory. In the first three decades
of the twentieth century Hamilton–Jacobi theory in general and canonical transforma-
tions in particular would be embraced by a range of researchers in astronomy, physics
and mathematics.
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1 Introduction

The idea of a canonical transformation emerged in 1837 almost from nowhere in Carl
Jacobi’s researches and became the subject of episodic investigation for the next fifty
years. Significant figures in the middle of the century were Adolphe Desboves and
William Donkin, while the delayed posthumous publication in 1866 of Jacobi’s full
dynamical corpus was a critical event. François Tisserand’s doctoral dissertation of
1868 was devoted primarily to lunar and planetary theory but placed Hamilton–Jacobi
mathematical methods at the forefront of the investigation. Henri Poincaré’s writings
on celestial mechanics in the period 1890–1910 succeeded in making canonical trans-
formations a fundamental part of a dynamical theory. Poincaré offered a mathematical
vision of the theory that differed fundamentally from Jacobi’s and would become
influential in subsequent research. Two prominent researchers around 1900 were Carl
Charlier and Edmund Whittaker, and their books included chapters devoted explicitly
to transformation theory.

To understand Jacobi’s 1837 moment of discovery it is necessary to examine some
background, especially the work of the French school of Joseph Lagrange and Siméon
Poisson on the variation of arbitrary constants. Although this subject is relegated to
the special field of perturbations in modern textbooks, it occupied a muchmore promi-
nent place in the nineteenth century. It was certainly central to Jacobi’s investigations
throughout his dynamical researches.

The development of Hamilton–Jacobi theory from its inception up to 1910 was
closely tied to celestial mechanics or what in the nineteenth century was sometimes
called physical astronomy. The twomost important figures in this history—Jacobi and
Poincaré—weremathematicians first and foremostwho alsomade fundamental contri-
butions to planetary dynamics and the theory of perturbations. The older development
of special techniques and problems in celestial mechanics is generally of somewhat
limited interest to a modern reader. By contrast, the mathematical side of the subject
endures as a source of interest and remains very much alive intellectually to a reader
today. The emphasis of the present study is on the mathematical subject, although
a certain amount of detail about astronomy is necessary to appreciate the concrete
context within which the theoretical advances took place.

In 1927 Lothar Nordheim and Erwin Fues published an essay in the Handbuch
der Physik titled “Die Prinzipe der Dynamik. Die Hamilton-Jacobische Theorie der
Dynamik.”1 They divided the theory into three parts: Hamilton’s equations; the study

1 The idea of Hamilton-Jacobi theory as a distinct subject area seems to have taken hold in the last few
decades of the nineteenth century. Schering (1873) published “Hamilton-Jacobische Theorie für Kräfte”
and vonWeber (1900) in a substantial article on partial differential equations for the Encyklopädie included
a section on “Die Hamilton-Jacobi’sche Theorie”. In the calculus of variations one also finds “Hamilton-
Jacobi theory” as a subject area: see Bolza (1909, 595–601), Bliss (1946, Chapter III) and Courant (1953,
II 1–35). (Concerning the term “theory” Demidov (1982, 325–326) writes: “Mathematicians use the word
theory in two essentially different meanings. In a narrow sense, it denotes a complex structure based on
definite ideas and methods and covering a certain range of studies (thus, the theory of Galois, or Lagrange’s
theory of first-order partial differential equations). In a broad sense, the word theory designates a province
of thought (e.g., theory of numbers; of differential equations.” In the case of Hamilton-Jacobi theory we
are evidently using the first meaning of the word “theory.”).
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of canonical transformations and invariance; and the integration of Hamilton’s equa-
tions by means of a canonical transformation using a solution of the Hamilton–Jacobi
equation as a generating function. Historically, the third part of the theory developed
fairly late, in the 1890s and the early years of the twentieth century. Nevertheless, in his
textbook Classical Mechanics (1950) the young Harvard physicist Herbert Goldstein
(born 1922) would define the subject exclusively in terms of this third part. He did
so with no apparent awareness of the historical incongruity of such a conception.2 In
focusing on canonical transformations the present paper identifies only one thread in
history, although a critical one in the evolution of Hamilton–Jacobi theory.

Our history will overlook subjects such as the theory of the last multiplier, so cher-
ished by Jacobi but not well known today, and pay only limited attention to techniques
such as separability invented to integrate theHamilton–Jacobi partial differential equa-
tion. We have also excluded the stream of research that originated with Sophus Lie
and which became influential with the more abstract development of the theory after
1940.

For the primary figures of interest in this study (Jacobi, Desboves, Donkin, Tis-
serand, Poincaré, Charlier,Whittaker)we have adhered in our exposition to the original
notation used by the authors. In the prolegomenonwe have departed from this practice,
presenting the relevant results of Lagrange and Poisson in terms of Jacobi’s notation.
This decisionwas based on two considerations: first, it would be cumbersome to follow
the authors’ notation, which involved looking at general cases by considering three
variables or terms and writing out formulas and equations in laborious and extended
detail; and second, the primary interest for the present study of the results of Lagrange
and Poisson is as background for understanding Jacobi’s development of the theory
and the work of his successors.

2 Prolegomenon: Lagrange (1809, 1811), Poisson (1809a, b)
and the theory of variation of constants

The method of variation of arbitrary constants does not figure prominently in modern
expositions of Hamilton–Jacobi theory. Nevertheless, it was of central concern in the
nineteenth century andmuch of thework on transformations unfolded in investigations
involving this method. To follow this history some acquaintance is necessary with the
work of the original architects of the subject, Joseph Lagrange and Siméon Poisson
in the years from 1808 to 1811. Our purpose is not to provide a detailed historical
account of this episode, but to identify the key results that are necessary to understand
the work of Jacobi and subsequent researchers leading up to the twentieth century.

In papers published in 1783 and 1784 Lagrange had introduced a general mathe-
matical method to investigate constants that appeared in the integration of differential
equations for perturbed planetary motion.3 This method would provide the basis for

2 Nordheim and Fues’ tripartite division of Hamilton–Jacobi theory was also adopted in such standard
mid-century textbooks as Lanczos (1949) and Corben and Stehle (1950). What distinguished Goldstein’s
perspective was the notion that the term Hamilton–Jacobi theory properly only applied to the third part of
this division.
3 The account which follows draws on Lützen (1990, 638–642) and Cayley (1858, 3–9).
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Simon Laplace’s subsequent successful analysis of the inequalities in the Jupiter–Sat-
urn–Sun system. Consider an nth-order ordinary differential equation

x (n) = P
(

t, x, x ′, x ′′ + · · · + x (n−1)
)
, (1)

where x, x′′, …, x(n) are the successive derivatives of x with respect to t. Assume a
solution x = F(t,a1,…,an) containing n arbitrary constants ai is known. Let us modify
Eq. (1) by adding a perturbing term Q(t, x, x ′, x ′′ + · · · + x (n−1)) to P:

x (n) = P
(

t, x, x ′, x ′′ + · · · + x (n−1)
)

+ Q
(

t, x, x ′, x ′′ + · · · + x (n−1)
)
. (2)

We consider solutions of (2) that have the form x = F(t,a1(t),…,an(t)), where the ai

which were constant before are now allowed to vary with time. The problem reduces
to determining the ai as functions of time. One condition for the solution is obtained
by assuming that the derivatives of x when the ai are allowed to vary remain equal
to the original expressions for these derivatives when the ai are assumed constant.
The resulting method of integration is known as the method of variation of arbitrary
constants.

On the 20th of June 1808 Poisson presented “Sur les inégalités des moyens mouve-
ments des planètes” to the Paris Academy of Sciences. This paper was published by
Poisson (1809a). Here Poisson explored the variation of the elements that occur in the
solutions of the differential equations of perturbed planetary motion. Lagrange was
one of the reviewers of the memoir and was stimulated to do some investigations of his
own which he presented in three memoirs, the most important one being “Mémoire
sur la théorie générale de la variation des constantes arbitraires dans tous les prob-
lèmes de la mécanique,” presented to the Academy on March 13 1809 and published
as Lagrange (1809b).4 Continuing the work done in Lagrange (1809a) he here intro-
duced new ideas and methods to the subject. Poisson in turn responded to Lagrange’s
theory with some additions of his own, that appeared in Poisson (1809b) with a title
that is very similar to Lagrange’s (1809b). Lagrange refined and systematically pre-
sented his findings in volume one of the second edition of the Mécanique analytique,
published in 1811. Lagrange at this time was in his seventies, while Poisson was not
yet thirty. Lagrange’s research on the variation of constants was his last contribution
to mathematical science; he died in 1813, aged 77.

Lagrange (1809b) derived the standard formula for the perturbation function using
the Lagrange bracket formalism and introduced symbols for the conjugate momenta.
Poisson (1809b) adopted the conjugate momenta but treated them not simply as nota-
tional symbols but more conceptually as variables on a par with the actual dynamical
variables. Poisson also derived the symmetric or canonical form of the differential
equations for the variable constants of integration. Finally, Poisson introduced the
Poisson brackets and derived some of their basic properties. Lagrange and Poisson
developed new methods within the formalism of the Méchanique analitique (1788).

4 For the related researches of Lagrange and Poisson on the variation of constants at this time see Costabel
(1981, 484–485).
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The resulting theory was the achievement of both men, although Poisson (1809b)
provided the most lucid account of the new results; this memoir was a seminal con-
tribution to the history of mathematical mechanics. (Costabel (1981, 405) writes “His
[Poisson’s] sense of formalization led him to discover analogies, to unify problems
and topics previously considered distinct, and to extend definitively “the domain of
the calculus” (l’emprise du calcul).”) The notation used by Poisson and Lagrange is
different from themodern one, which essentially originated with Hamilton and Jacobi.
Poisson wrote ϕ, ψ and θ for the generalized coordinates q1,q2, and q3, and s,u and v
for the generalized momenta p1,p2, and p3. The three symbols in each of these cases
were understood to stand in for a full set of n variables. The Lagrangian L was denoted
byR. The symbol “d” denoted both ordinary and partial differentiation. The equational
forms presented by Poisson and Lagrange were unwieldy and long. Because our story
begins primarily with Jacobi, we shall adopt Jacobi-style notation (see Sect. 3.3) in
our account of their work. (Also, we do not explore the interesting results Poisson
obtained involving his eponymous brackets.)

We begin with the standard Lagrangian equations of motion

d ∂T
∂q ′

i

dt
− ∂T

∂qi
+ ∂V

∂qi
= 0, (i = 1, . . . , n), (3)

where the qi are generalized coordinates, T is one-half the live force or kinetic energy
and − V is what Hamilton would later call the force function; V is today called the
potential. Lagrange assumed that a perturbing term or potential − � is added to V in
(3), where � = �(q1, q2, . . . , qn). Equation (3) then becomes

d ∂T
∂q ′

i

dt
− ∂T

∂qi
+ ∂V

∂qi
= ∂�

∂qi
. (i = 1, . . . , n) (4)

Let qi = qi(t,a1, …, a2n) be a complete solution of (3) without the disturbing
function, containing the 2n arbitrary constants ak . We now let ak be variable functions
of time, ak = ak(t), and suppose that the resulting qi = qi(t, a1(t), …, a2n(t)) are
a solution of (4). We introduce the new variable pi defined as pi = ∂T

∂q ′
i
. Lagrange

derived the general identity

∂�

∂ak
=

2n∑
j=1

[
ak, a j

]da j

dt
(k = 1, . . . , 2n). (5)

Here what would later be called the “Lagrange bracket” [ak, a j ] is defined as

[
ak, a j

] =
n∑

s=1

(
∂qs

∂ak

∂ ps

∂a j
− ∂qs

∂a j

∂ ps

∂ak

)
. (6)

Lagrange (1809b, Sect. 26) seemed to have introduced the pi as a matter of notation
to write down the general identity (5). The idea of setting pi = ∂T

∂q ′
i
and using pi as a
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new dynamical variable was a further step taken by Poisson (1809b, Sect. 1). This was
the first appearance of the “conjugate momentum,” which later would also be adopted
byHamilton (who referred to Poisson) and become a standard part of Hamilton–Jacobi
theory.

Equation (5) was the foundational identity for the Lagrange-Poisson theory of
variation of constants.We indicate here themain idea involved inLagrange’s derivation
of (5) for the case of a one-dimensional system with coordinate q and generalized
momentum p = ∂T

∂q ′ . There would appear to be only one way of proving the result.
The perturbed Lagrangian equation is

dp

dt
− ∂T

∂q
+ ∂V

∂q
− ∂�

∂q
= 0, (7)

where the perturbation potential � is a function of t and q (but not p). We have

dp

dt
= ∂ p

∂t
+ ∂ p

∂a1
a1

′ + ∂ p

∂a2
a2

′. (8)

By the method of variation of constants we suppose that ∂ p
∂t − ∂T

∂q + ∂V
∂q = 0.Hence

we obtain

∂ p

∂a1
a1

′ + ∂ p

∂a2
a2

′ = ∂�

∂q
. (9)

Again by the method of variation of constants we assume the velocity is not altered
in the perturbed motion and so dq

dt = ∂q
∂t . Because

dq
dt = ∂q

∂t + ∂q
∂a1

a′
1 + ∂q

∂a2
a′
2 there

follows

∂q

∂a1
a1

′ + ∂q

∂a2
a2

′ = 0. (10)

� is a function of q alone and so from (9) we have

∂�

∂a1
= ∂�

∂q

∂q

∂a1
=
(

∂ p

∂a1
a1

′ + ∂ p

∂a2
a2

′
)

∂q

∂a1
. (11)

with a similar expression for ∂�
∂a2

. Now from (10) we have a1′ = −
(

∂q
∂a2

/
∂q
∂a1

)
a2′.

Substitution into (11) then gives

∂�

∂a1
= ∂�

∂q

∂q

∂a1
=
(

∂q

∂a1

∂ p

∂a2
− ∂q

∂a2

∂ p

∂a1

)
a2

′ = [a1, a2]a2
′. (12)

Similarly, ∂�
∂a2

= [a2, a1]a1′. The extension of the derivation in the case of n coor-
dinates is a matter of arranging the notation.

Lagrange also showed that
[
ak, a j

]
is independent of time, an important theorem

that he proved in the second edition of theMécanique analytique (1811, part 2, Sect. 5,
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article 7). Writing in the late 1830s Jacobi (1866b, 419) would refer to this result as
the “berühmte Lagrangesche Satz.”

Poisson (1809b, 313) and Lagrange (1810, Sect. 2) following him presented first-
order differential equations in symmetric form for the variable constants ai = ai (t)
and bi = bi (t) involving the partial derivatives of the perturbing function with respect
to these quantities. Poisson provided no proof (possibly because he viewed it as being
fairly evident) and regarded the equations themselves as lacking any “great utility.”
Lagrange by contrast admired the symmetric form of the equations and provided an
explicit derivation in his “Second Mémoire” of 1810 and in the Mécanique analytique
(1811, part 2, Sect. 5, article 14). We let the 2n arbitrary constants be the initial values
of the coordinates qi and the momenta pi: a1, …, an are the values of q1, …, qn at t
= 0 and b1, …, bn are the values of p1, …, pn at t = 0. The differential equations for
the perturbed motion are obtained in the form

dai
dt = − ∂�

∂bi

dbi
dt = ∂�

∂ai

(i = 1, . . . , n). (13)

This marked the first appearance of the “canonical” equations, although (13) was
expressed in terms of the variable constants of integration and not as Hamilton would
later do in terms of dynamical coordinate variables.

Equation (13) follow directly from the main identity (5) and are basic to the
Lagrange-Poisson theory of perturbations. As before, we give the derivation for the
one-dimensional case with variables p and q. These variables are expanded as power
series about zero:

q(t) = q(0) + tq ′(0) + . . .

p(t) = p(0) + tq ′(0) + . . .
(14)

The values of a and b are a = q(0) and b = p(0). In terms of the notation in (5) we
have a = a1 and b = a2. Equation (5) then becomes ∂�

∂b = [b, a] da
dt and

∂�
∂a = [a, b] db

dt .

By definition [a, b] = ∂q
∂a

∂ p
∂b − ∂q

∂b
∂ p
∂a . Letting a = q(0) and b = p(0) it then follows

from (2.14) that ∂q
∂a = ∂ p

∂b = 1 and ∂q
∂b = ∂ p

∂a = 0. Hence [a,b] = 1 and we have
∂�
∂a = db

dt . Similarly, there follows ∂�
∂b = − da

dt .

3 Jacobi’s reshaping (1837, 1866a, b) of Hamilton’s theory: the three
Jacobian theorems

3.1 Introduction

Jacobi tended to emphasize the more mathematical dimension of Hamilton’s ground-
breaking dynamical researches. Even when the primary focus was on mechanics, he
was appreciative of the analytical possibilities of Hamilton’s discoveries related to
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partial differential equations. Concerning the theory of partial differential equations
Jacobi wrote,

Hamilton’s theorems themselves contribute to the perfection of this theory in
a significant and unexpected way, although the author has not emphasized this
purely analytical interest (Jacobi 1866b, 304)

Working from established researches by Lagrange, Poisson, Hamilton, Johann Pfaff
andAugustinCauchy, Jacobi extended anddeepened their insights.Heblendeddynam-
ics, the calculus of variations and the theory of differential equations into a coherent
program of research.

In focusing on Jacobi’s development ofHamilton–Jacobi theory it should be empha-
sized that we are being selective and that his own mathematical tastes encompassed
other subjects that may not be of compelling interest to us but were an integral part of
his conception of dynamical science. Eight lectures of the Vorlesungen are devoted to
an investigation of the principle of the last multiplier. The topic receivesmore attention
than any other in thework. Jacobi also explored this subject in two lengthy articles pub-
lished in Crelle’s journal in 1844 and 1845. (For references to these articles and related
publications see Jacobi (1996, 319–320).) He attached great importance to the theory
of the last multiplier and believed that it was of fundamental dynamical significance.
It is discussed in books on differential equations at the end of the nineteenth where
it is presented as a noteworthy subject. Insofar as later mechanics is concerned, the
principle is not emphasized and occupies a peripheral place in modern mathematical
physics.

3.2 Jacobi’s writings

Jacobi’s development of what is known as Hamilton–Jacobi theory took place in the
years from 1837 to 1843, with some further refinements in his Berlin lectures of
1847–1848, which, however, remained unpublished until 1996. The works in question
are

1. The article “Ueber dieReduction der Integration der partielleDifferentialgleichun-
gen erster Ordnung zwischen irgend einer Zahl Variabeln auf die Integration eines
einzigen Systemes gewöhnlicher Differentialgleichungen.” In Crelle’s journal in
1837, followed by a French translation in Liouville’s journal the next year. (1837a).

2. The short piece “Note sur l’intégration des équations différentielles de la
dynamique” in 1837 in the Comptes rendus of the Paris Academy of Sciences.
(1837b)

3. Ueber diejenigen Probleme der Mechanik, in welchem eine Kräftefunction existiert
und über die Theorie der Störungen.5 This treatise was the first of five works that
were drawn from Jacobi’s Nachlass and published as supplements to the 1866
edition of his Vorlesungen. A sprawling treatise, it occupies 167 printed pages and
includes subjects that were covered in the Vorlesungen, as well as other subjects

5 The first word of the title is spelled “Ueber” as in German spelling at the time. In the 1890 edition in
Jacobi’s Gesammelte Werke 5 the word is spelled “Über”. We have adopted the original spelling in our
study.
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that were not explored in any detail in his otherwritings or lectures. It was reprinted
with some minor emendations under the direction of Karl Weierstrass in 1890 in
volume 5 of Jacobi’s Werke, and so would have enjoyed some circulation among
researchers at the end of the century (Jacobi 1866b).

In the note in the Comptes rendus Jacobi (1837b) referred to this treatise as a
“memoir” that he had been working on, but had been drawn away from by researches
in the theory of numbers. The purpose of the Paris note was simply to state some
key results that would be presented and derived in detail in the completed memoir.
In some editorial remarks, Weierstrass (or his assistant Fritz Kötter) called attention
to the preliminary character of the treatise, and suggested it was kind of a draft work
that Jacobi himself may not have been completely satisfied with.6 It is noteworthy
that (1837b) presents the equations of motion in Newtonian form, whereas in (Jacobi
1866b) these equations are given in both Newtonian and canonical form.

The editors of the 1890 edition state that the work probably dates from 1836 or 1837
at the latest (an estimate no doubt based on the remarks in Jacobi (1837b)).7 There
is in fact some textual evidence for this dating. The opening part of Ueber diejenigen
Probleme is similar in content to that of his 1837 article “Ueber die Reduction …” In
the Paris Academy “Note sur L’intégration …” of 1837 it was referred to as a work
in progress. In addition, the proof of Jacobi’s integration theorem in Ueber diejenigen
Probleme uses the d and δ operations in a way that is similar to his work from the same
period on the theory of the second variation in the calculus of variations. It is different
from the proof in either the 1842–43 Königsberg lectures or the 1847–48 Berlin lec-
tures. Furthermore, Jacobi’s introduction in the Paris note of transformations for the
constants of integration is dealt with in some detail in Ueber diejenigen Probleme in
the later part of this work on perturbations. Here Jacobi provides proofs for the results
announced in the Paris note. Since he did not concern himself with this subject in his
later published writings or in the 1842–43 Königsberg lectures and the 1847–48 Berlin
lectures, it would seem that the researches in the Comptes rendus note and in Ueber
diejenigen Probleme were carried out at about the same time, which would have been
in the late 1830s.

4. Vorlesungen über Dynamik (1866a). Lectures given at the University of Königs-
berg in the winter semester of 1842–1843. Alfred Clebsch was the nominal editor
of thework; the noteswere taken and redacted byCarl Borchardt, who by the 1860s
was a prominent figure in German mathematics and editor of Crelle. Included also
are five supplementary essays, the first of which is the aforementioned Ueber
diejenigen Probleme der Mechanik (1866b).

6 Weierstrass/Kotter writes “it would be highly unusual for Jacobi to have left such an important essay
unpublished, unless he believed that it needed to be revised in some places.” (Jacobi 1890, Werke 5, 514).
7 In the foreword to the Vorlesungen (1866a) it is stated that there is some uncertainty concerning the
dating of the five supplementary works. The first four are said to be probably (“wahrscheinlich”) composed
sometime after the Königsberg lectures of 1842-1843. However, no evidence is given for this judgement.
Helmut Pulte (Jacobi (1996, xxxviii n. 110)) datesUeber diejenigen Probleme to 1836 or into 1837, although
it is possible the manuscript may have been completed somewhat later than this, although definitely before
1842.
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5. Vorlesungen über analytische Mechanik (1996). Lectures delivered at the Univer-
sity of Berlin in 1847–1848 and recorded by Wilhelm Scheibner; published in
1996 with the introduction, editing and commentary by Helmut Pulte.

Our primary concern will be with three results that are presented with proof in the
1866 volume. The first is what is sometimes known as Jacobi’s theorem in modern
textbooks, and was called “Jacobi’s first theorem” by Poincaré. We shall refer to it
as Jacobi’s integration theorem. The result first appeared research stimulated by
Jacobi’s discovery of Hamilton’s papers in the Philosophical Transactions, and was
published in “Ueber die Reduction der Integration.” It is also the subject of lectures
20 and 21 of the Königsberg Vorlesungen (1866a), appears as Theorem VI of Ueber
diejenigen Probleme and is covered again in the Berlin Vorlesungen (1996). There
are some important differences in the formulation and proof of the theorem in these
works. In terms of modern theory, it was the treatment in the Vorlesungen (1866a) that
is most relevant.

The second result is Jacobi’s theorem on canonical elements, formulated for
perturbed systems within the theory of variation of constants. This result may be
regarded as an extension of the Lagrange-Poisson theorem on canonical constants
using a solution of the Hamilton–Jacobi partial differential equation. A statement of
the resultwas given in his 1837 note in theComptes rendus. The theoremwas stated and
proved as Theorem IX of Ueber diejenigen Probleme (1866b). The theorem was also
dealt with in a somewhat different way in lecture 36 of the Königsberg Vorlesungen
(1866a) and again in lecture 43 of the Berlin Vorlesungen (1996).

The third result is Jacobi’s theorem on canonical transformations, formulated
for perturbed systems within the theory of variation of constants; it is what is called
“Jacobi’s second theorem” by Poincaré. It was stated by Jacobi in 1837 in theComptes
rendus and proved as Theorem X of Ueber diejenigen Probleme (1866b). Although it
became one of Jacobi’s signature contributions to dynamical analysis, it was not taken
up in either his Königsberg or Berlin lectures. Jacobi formulated it as a result in the
theory of variation of constants, but he asserted that it was logically more general and
not restricted to the theory of perturbations. In the final articles of Ueber diejenigen
Probleme he made some concrete first steps toward developing a general theory of
transformations based on Theorem X.

3.3 Jacobi’s notation

Jacobi initiated the practice of using distinct symbols for ordinary and partial differ-
entiation, d for ordinary differentiation and ∂ for partial differentiation, just as we do
today.He used q to denote generalized coordinates and p to denote conjugatemomenta,
as is common in modern textbooks. In comparison with the writings of other mathe-
maticians of the nineteenth century, his work, at least at the level of presentation and
notation, seem more familiar to a modern reader.

In his Crelle article “Ueber die Reduction” Jacobi (1837a, 116) presented the New-
tonian equations of motion in the form:
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mi
d2xi

dt2
= ∂U

dxi
, mi

d2yi

dt2
= ∂U

dyi
, mi

d2zi

dt2
= ∂U

dzi
.

The Hamilton–Jacobi equation for conservative systems is given on p. 113 in the
form:

1

2

∑ 1

mi

[(
∂S

∂xi

)2

+
(

∂S

∂ yi

)2

+
(

∂S

∂zi

)2
]

− U = H .

In Jacobi’s (1837b) note for the Comptes rendus of the same year these equations
were given (p. 65) in the form.8

m
d2x

dt2
= dU

dx
, m

d2y

dt2
= dU

dy
, m

d2z

dt2
= dU

dzi
.

1

2

∑ 1

m

[(
dV

dx

)2

+
(
dV

dy

)2

+
(
dV

dz

)2
]

= U + h.

In French and English journals of the time and until much later it was customary to
use d to denote both ordinary and partial differentiation. The editors of the Comptes
rendus rendered Jacobi’s equations in the common way.

In a paper on determinants published in 1841 Jacobi wrote:

To distinguish the partial derivatives from the ordinary, where all variable quan-
tities are regarded as functions of a single one … I have preferred to designate
ordinary differentials by the character d and the partial differential by ∂ . (Jacobi
1841, 320)9

Throughout the Vorlesungen both symbols d and ∂ are used.10 However, Cajori
(1929, 238)writes: “Thenotation ∂u

∂x didnotmeetwith immediate adoption. It tookover
half a century for it to secure a generally accepted place in mathematical writing.”11

Indeed, aswe shall see, traditional notationwas employed byDesboves (1848),Donkin
(1855), Cayley (1858), Tisserand (1868) andPoincaré (1892–1905). InCharlier (1902)
and Whittaker (1904) the modern dual notation is used throughout.

8 There is a misprint in the third equation of the first line, where dU
dt should be dU

dz .
9 English translation by Cajori (1929, 236).
10 There is the possibility that Borchardt or Clebsch added the two symbols (d and ∂) for regular and
partial differentiation in the 1866 transcription of Jacobi’s Königsberg lectures, where only one symbol
may have been used. There is no evidence that this was the case. Indeed, the available evidence points to the
opposite conclusion. The two symbols are used in Jacobi’s (1837a) as we saw above. Both symbols appear
as well as in Jacobi (1846), written in 1838. Jacobi (1841) publicly advocated for using both symbols.
Jacobi’s (1837c) famous article on the calculus of variations, “Zur Theorie der Variationsrechnung und der
Differentialgleichungen,” uses the cursive ∂ for both ordinary and partial differentiation. The two symbols
appear in all of Jacobi’s German-language publications on mathematical dynamics. Furthermore, in Pulte’s
1996 edition of the 1847-1848 Berlin lectures he includes some copies from the original handwritten
notes taken by Scheibner. Consider in particular p. LX where the two symbols for ordinary and partial
differentiation are employed; the corresponding typeset text is on p. 188.
11 Cajori (1929, 235) writes of the “notation of partial derivatives which has become so popular in recent
years.” Even at this late date the dual notation d/∂ was regarded as fairly novel.
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3.4 Jacobi’s two papers of 1837

Jacobi’s “Ueber die Reduction” of 1837 occupies sixty-six journal pages and deals
with both dynamics and more purely mathematical matters involving the solutions
of ordinary and partial differential equations.12 These researches were stimulated
by results that Hamilton (1834, 307) and (1835, 99–101) had obtained, although
Jacobi’s formulation was mathematically original and more far-reaching. (For Hamil-
ton’s investigation see Nakane and Fraser (2002, 180–183).) The main result of the
memoir is Jacobi’s integration theorem, which possesses a more particular form than
the corresponding result in the Vorlesungen.13 At this stage, Jacobi had embraced
Hamilton’s partial differential equation but had not yet adopted the “canonicalmomen-
ta” or Hamilton’s first-order dynamical equations. The Hamiltonian was given in the
usual way as the sum (in modern terminology) of the kinetic and potential energies.
The analysis was formulated within a Cartesian coordinate system involving 3n vari-
ables xi, yi and zi, where these variables are functions of the time t. An account of
Jacobi’s statement and proof of the integration theorem is given in Nakane and Fraser
(2002, 206–208).

In the Paris note of 1837 Jacobi set out two new theorems. The first, the theorem
on canonical elements, was a result about perturbed motion. One begins with an
unperturbed system, takes a complete integral of the Hamilton–Jacobi equation, and
applies the integration theorem to get a solution to the equations of motion in terms
of the complete integral and 2n constants α and β. One then assumes the system
is perturbed, giving rise to the addition to the potential or force function U of a
second term Ω , so that the total force function becomes U + Ω . It is also assumed
that a solution to the perturbed system may be obtained from the integral of the
unperturbed system by making the constants α and β variable functions of time.
Jacobi asserted that these variables will satisfy equations with respect to Ω of the
same form as the Lagrange-Poisson equations in the theory of variation of constants.
Jacobi referred to α(t) and β(t) as “canonical elements”; this is the first appearance
of the word “canonical” in his dynamical writings. It later became standard to refer to
such equations as canonical, whether they involved variable constants or dynamical
variables. No proof was given of this result.

Suppose now that we have a set of variable constants satisfying equations in
canonical form. A new theorem that Jacobi presented in the Paris note involved trans-
formations from this set of variable constants to another set of variable constants that
preserves the canonical form of the differential equations. Again, no proof was given
of the result.

The brevity of Jacobi’s Paris memoir belied its seminal character and the signifi-
cance of the results he presented there. In the decades which followed, it stimulated

12 The title of the paper, “On the reduction of the integration of partial differential equations of the first order
between any number of variables to the integration of a single system of ordinary differential equations,”
is puzzling, since the integration theorem at the centre of the paper is the converse of what is stated in the
title. The title better describes Cauchy’s (1819) paper on first-order partial differential equations.
13 InUeber diejenigen Probleme Jacobi (1866b, 355) refers to this theoremas a generalization ofHamilton’s
theorem. Courant and Hilbert (1962, 127) call Jacobi’s integration theorem the Hamilton–Jacobi theorem,
although it is generally called Jacobi’s theorem in modern textbooks.

123



Canonical transformations from Jacobi to Whittaker 253

researches in France and England that we examine in Sect. 4. In the late 1830s (not
long after he wrote the Paris memoir) Jacobi (1866b) gave a derivation of these two
results in Sects. 27–38 of Ueber diejenigen Probleme, where they appear as Theorems
IX and X.

3.5 Jacobi’s derivation of the canonical equations and the Hamilton–Jacobi
equation

We turn now to a detailed consideration of Hamilton’s dynamical equations and
Jacobi’s derivation of the Hamilton–Jacobi partial differential equation as they were
set out in Jacobi’s (1866a) Königsberg lectures.

In the eighth lecture Jacobi (1866a, 58) laid down a variational principle that was
related to but distinct from the principle of least action. He attributed it to Hamilton; it
is indeed known today as Hamilton’s principle, although neither Hamilton nor Jacobi
referred to in this way.14 Consider a system with μ quantities qi (i = 1, …, μ). The
qi are functions of time and are called generalized coordinates in the modern subject.
Jacobi denoted the time derivative of qi by qi

′. We are given the quantity T which is
one-half the living force, or the kinetic energy in modern parlance. T is a function of
qi, and qi

′.We also have the quantityU called the force function;− U is what is known
today as the potential energy. Whereas Hamilton had only considered functions U of
qi that do not contain the time, Jacobi supposed that U was a function of both qi and t.
The principle of stationary action asserts that the variation of T + U is equal to zero:

δ

∫
(T + U )dt = 0, (15)

where the integration is taken from the initial and final values of t. Jacobi (1866a,
59) observed that with this principle “in general one does not obtain a minimum with
the vanishing of the variation.” The principle provides an effective tool that is not
necessarily based on the optimization of a physical quantity. (The principle in this
sense would later be exploited in Poincaré’s incisive development of transformation
theory, as we shall see in Sects. 6.3 and 6.4.)15

From (15) Jacobi derived the dynamical equations

d ∂T
∂q ′

i

dt
− ∂T

∂qi
= ∂U

∂qi
. (16)

Jacobi called (16) the Lagrangian form of the differential equations of motion and
referenced Lagrange’s Mécanique analytique. He credited Hamilton for the derivation
although it actually went back to Lagrange’s earliest dynamical work in 1762. (See
Fraser (1983) for details.)

14 See Nakane and Fraser (2002, 184–185).
15 In discussing fundamental laws of mechanics, Truesdell (1968, 242 n. 4) calls attention to the utility
of variational principles: “formal rearrangements are possible. E.g., a sufficiently general “variational”
principle (i.e., a formal expression in variations, not a true minimum principle) can be made equivalent [to
these laws]”.
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Hamilton had shown that the μ second-order differential equations of motion (16)
can be expressed in a new way as a system of 2μ first-order equations. In the ninth
lecture, Jacobi stated and derived these equations, referring to them as Hamilton’s
equations. We introduce the new quantity pi defined as

pi = ∂T

∂q ′
i
. (17)

Hamilton’s equations are then given in the symmetric form:

dqi
dt = ∂ H

∂ pi
,

dpi
dt = − ∂ H

∂qi
,

(i = 1, . . . , μ) (18)

where H = T − U is a function of t and qiandpi (i = 1, . . . , μ). H is called the
Hamiltonian in modern dynamics. The derivation of (18) is done directly by Jacobi
from (16) and (17). It is the same derivation as Hamilton’s and is found in modern
textbooks.16 Note that it is possible to obtain (18) from an integral variational principle,
as Poincaré would later show (see Sect. 6.4.1).

In the nineteenth lesson, Jacobi returned to a consideration of the integral
∫(T + U )dt . A full account of this lecture would require looking in some detail at his
understanding of the foundations of the calculus of variations. For example, he had
a somewhat different concept of variation than is standard in modern textbooks. He
took a general solution to the Euler–Lagrange equation and then varied the arbitrary
constants in this solution to obtain the variations. We will here only explore the main
results insofar as Hamilton–Jacobi theory itself is concerned.

Jacobi designated T + U by ϕ (what is known in modern mechanics as the
Lagrangian). Using the same procedure involved in the derivation of (16) he arrived
at the equation

δ

∫
ϕdt =

∑ ∂ϕ

∂qi
δqi −

∑ ∂ϕ

∂q0
i

δq0
i +

∫ ∑
⎛
⎝ ∂ϕ

∂qi
−

d ∂ϕ

∂q ′
i

dt

⎞
⎠δqi dt . (19)

The integration is presumed to take place along the arcs qi = qi (t) for which
Lagrange’s equation (3) hold.17 Hence the term involving the integral on the right side
of (19) is zero. As Jacobi (1866a, 145) stated, “the part under the integral sign of the
variations sought for vanishes only by virtue of the differential equations of motion
which are assumed to be satisfied.” We now define pi as

16 Hamilton’s derivation is given byNakane and Fraser (2002, 181). For this derivation inmodern textbooks
see Goldstein (1950, 217), Fox (1954, 144-145), Gelfand and Fomin (1963, 67-70), Landau and Lifshitz
(1969, 131-132) or Arthurs (1975, 19-20).
17 Jacobi implicitly assumed that for each point t, qi, one and only one extremal connects the initial time
and position to t, qi . In modern calculus of variations q = qi(t) is said to be embedded in a field of extremals
containing the initial and final values of t, qi . The function

∫
ϕdt in Eq. (19) is known as a field integral.
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∂ϕ

∂q ′
i

= pi .(i = 1, . . . , μ) (20)

Equation (19) then becomes

δ

∫
ϕdt =

∑
piδqi −

∑
p0i δq0

i . (21)

We infer from (21) that the integral ∫ϕdt is a well-defined function V of t and the
qi

V = ∫ ϕdt . (22)

Equation (21) may now be written

δV =
∑ ∂V

∂qi
δqi −

∑ ∂V

∂q0
i

δq0
i . (23)

Comparing (21) and (23) then gives

∂V

∂qi
= pi (i = 1, . . . , μ). (24)

Further it is evident from (22) that

dV

dt
= ϕ.

Hence, we obtain

ϕ = dV

dt
= ∂V

∂t
+
∑ ∂V

∂qi
qi

′ = ∂V

∂t
+
∑

pi qi
′,

or

0 = ∂V

∂t
+
∑

pi qi
′ − ϕ. (25)

Letting

ψ =
∑

pi qi
′ − ϕ, (26)

which is the origin of what inmodern dynamics is known as theHamiltonian. Equation
(25) is written

∂V

∂t
+ ψ = 0. (27)
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Using (20) we may express q ′
1, q ′

2, . . . , q ′
μ as functions of

t, q1, q2, . . . , qμ, p1, p2, . . . , pμ. Hence ψ is a function of t,
q1, q2, . . . , qμ, p1, p2, . . . , pμ. Also, from (24) we have ∂V

∂qi
= pi .Henceψ becomes

a function of t and q1, q2, . . . , qμ : ψ = ψ
(

t, q1, q2, . . . , qμ, ∂V
∂q1

, ∂V
∂q2

, . . . , , ∂V
∂qμ

)
.

Thus (27) may be written

∂V

∂t
+ ψ

(
t, q1, q2, . . . , qμ,

∂V

∂q1
,

∂V

∂q2
, . . . , ,

∂V

∂qμ

)
= 0, (28)

a first-order non-linear partial differential equation for V in which V itself does not
appear. Jacobi referred to (28) as the Hamiltonian partial differential equation. It is
known in the modern subject as the Hamilton–Jacobi equation. He noted that an
integration of the differential equations of motion yields a general solution to (28)
containing as arbitrary constants the initial values of qi.

3.6 Jacobi’s integration theorem in the Vorlesungen (1866a)

In lecture 20 Jacobi stated and proved the integration theorem that he had originally
presented in his 1837 paper in Crelle. While the core of Jacobi’s 1837 proof and
the proof in the Vorlesungen are the same, there are two respects in which the two
versions differ. First, in the Vorlesungen the equations of motion are given in canonical
rather than Newtonian form. Second, the theorem in the Vorlesungen is valid in a
wider setting than the mechanical problem. Jacobi asserted that the theorem was of
general mathematical significance, although dynamics was the ostensible subject of
the investigation. He wrote (1866a, 147).

Everything that has been said up to now holds not only for problems of mechan-
ics but also when ϕ, instead of being equal to T + U, is an arbitrary function of
t, q1, q2, . . . , qμ, q1′, q2′, . . . , qμ

′. In problems of mechanics, however, ψ acquires a
simple significance …

Unlike earlier in the Vorlesungen, where ψ was given as ψ = ∑
pi qi

′ − ϕ, in
lecture 20 ψ is any function of t, q1, q2, . . . , qμ, p1, p2, . . . , pμ. It is stipulated that
the following relations hold:

∂V

∂qi
= pi (i = 1, . . . , μ) (29)

One replaces pi by ∂V
∂qi

in ψ and forms the partial differential equation

∂V

∂t
+ ψ

(
t, q1, q2, . . . , qμ,

∂V

∂q1
,

∂V

∂q2
, . . . , ,

∂V

∂qμ

)
= 0, (30)

A complete solution of (30) will be a solution (up to an additive constant) of the
form:

V = V
(
t, q1, . . . , qμ, α1, . . . , αμ

)+ C, (31)
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where α1, …, αμ, C are constants of integration. (There are μ + 1 constants corre-
sponding to the μ + 1 variables V , qi.) We now introduce μ new constants β1, …, βμ

and stipulate that the following equations hold:

∂V

∂αi
= βi . (32)

Using (32) we obtain the qi as a function of t, α1, …, αμ and β1, …,βμ:

qi = qi
(
t, α1, . . . , αμ, β1, . . . , βμ

)
. (33)

By (29) the pi are in turn given as functions of t, α1, …, αμ and β1, …, βμ:

pi = pi
(
t, α1, . . . , αμ, β1, . . . , βμ

)
. (34)

Jacobi’s integration theorem states that qi given by (33) and pi given by (34) yield
solutions to Hamilton’s equations, which take the form

dqi
dt = ∂ψ

∂ pi
,

dpi
dt = − ∂ψ

∂qi
.

(35)

By integrating the partial differential Eq. (30) and stipulating that (29) and (33)
hold we are led to a solution of (35).

In the proof Jacobi wrote equations without using summation indexes; for purposes
of clarity, we supply this notation. We begin by differentiating (32) with respect to t:

0 = d

dt

(
∂V

∂αi

)
= ∂2V

∂t∂αi
+
∑

j

∂V

∂q j∂αi
q j

′, (36)

where i = 1, …, μ. We now differentiate the Hamilton–Jacobi Eq. (30) with respect
to αi :

∂V

∂αi∂t
+
∑

j

∂ψ

∂ p j

∂2V

∂αi∂q j
= 0. (37)

We combine (36) and (37) to obtain

0 =
∑

j

∂2V

∂q j∂αi

(
q ′

j − ∂ψ

∂ p j

)
, (38)

for i = 1, …, μ. It is assumed that the determinant of the coefficient matrix in (37) is
non-zero:

det

(
∂2V

∂q j∂αi

)
�= 0. (39)
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We then conclude from (38) that

dqi

dt
= ∂ψ

∂ pi
(i = 1, . . . , μ), (40)

and the first of Hamilton’s equations holds.
We proceed to differentiate (34) with respect to t

dpi

dt
= ∂2V

∂t∂qi
+
∑

j

∂2V

∂q j∂qi
q ′

j , (41)

which becomes from (40),

dpi

dt
= ∂2V

∂t∂qi
+
∑

j

∂2V

∂q j∂qi

∂ψ

∂ p j
. (42)

Differentiating the Hamilton–Jacobi Eq. (30) with respect to qi gives

∂2V

∂qi∂t
+ ∂ψ

∂qi
+
∑

j

∂ψ

∂ p j

∂2V

∂q j∂qi
= 0. (43)

Combining (42) and (43) we obtain finally

dpi

dt
= − ∂ψ

∂qi
, (44)

which is the second of Hamilton’s equations.
Jacobi supplemented this proof with a discussion of condition (39), required to

ensure that one can pass from Eqs. (38) to (40). He developed an argument that if
the determinant in (39) were zero, it would be possible to derive a second partial
differential equation, a fact that is not consistent with the existing partial differential
equation for the problem. Apart from the question of the validity of this argument, it
is noteworthy that Jacobi was attentive to such points of rigor in his development of
the theory.

In the dynamical problem where ψ = ∑
pi qi

′ − ϕ, Eq. (29) were obtained in
the course of the derivation of the Hamilton–Jacobi equation. In the integration the-
orem, the Hamilton–Jacobi equation is given from the outset. If ψ has the form
ψ = ∑

pi qi
′ − ϕ then one is able to derive (29) along with (32) in the proof of

the theorem. This is what Jacobi (1837a) did in his Crelle paper.18 By contrast, in

18 In the Crelle article Jacobi (1837a) did not use canonical coordinates and Eqs. (29) are derived in the
form.

∂S

∂xi
= mi ẋi ,

∂S

∂ yi
= mi ẏi ,

∂S

∂zi
= mi żi (i = 1, . . . , μ),

where S is the principal function that is denoted by V in the Vorlesungen.
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the more general mathematical setting of Jacobi’s Vorlesungen ψ is any function of
t, q1, q2, . . . , qμ, p1, p2, . . . , pμ. It is here necessary in the statement of the theorem
to posit (29) as a condition that must be satisfied along with (32).

Jacobi turned in the twenty-first lesson to the dynamical case of the integration
theorem where the function ψ does not explicitly contain the time. In dynamics, this
would involve a conservative system in which the total energy ψ = H is conserved, a
problem that occurs commonly. Hamilton’s investigation was restricted to this case. In
the 1837memoir in theComptes rendus Jacobi had stated this result for the Newtonian
case, but omitted the proof.

ψ is now a function of the qi (i = 1, . . . , μ) alone and theHamilton–Jacobi Eq. (29)
with pi = ∂V

∂qi
becomes

∂V

∂t
+ ψ

(
q1, q2, . . . , qμ,

∂V

∂q1
,

∂V

∂q2
, . . . , ,

∂V

∂qμ

)
= 0, (45)

Let W be a function of q1, q2, . . . , qμ and consider a solution of (45) of the form

V
(
t, q1, q2, . . . , qμ

) = αt + W
(
q1, q2, . . . , qμ

)
, (46)

where α is a constant. We have ∂V
∂qi

= ∂W
∂qi

and Eq. (45) becomes

α + ψ

(
q1, q2, . . . , qμ,

∂W

∂q1
,
∂W

∂q2
, . . . , ,

∂W

∂qμ

)
= 0, (47)

with solution W = W (q1, q2, . . . , qμ). (In dynamics this would occur for a system
in which the total energy ψ = h is a constant equal to−α.) Consider a complete
solution of (45) of the formV = V

(
t, q1, . . . , qμ, α1, . . . , αμ−1, α

)
, where the last

arbitrary constant αμ is taken to be α. Applying Jacobi’s integration theorem to V , we
set ∂V

∂αi
= ∂W

∂αi
= β

i
, for i = 1,…, μ − 1. For αμ = α we set

∂V

∂α
= ∂

∂α

(
αt + W

(
q1, q2, . . . , qμ

)) = t + ∂W
(
q1, q2, . . . , qμ

)

∂α
= τ, (48)

where τ is the arbitrary constant βμ in Jacobi’s integration theorem. We have the
equations

∂W
∂qi

= pi , (i = 1, . . . , μ)

∂W
∂αi

= βi , (i = 1, . . . , μ − 1)

∂W
∂α

= τ − t,

(49)

where W = W
(
q1, q2, . . . , qμ, α1, . . . , αμ−1, α

)
is a complete solution of (47). Equa-

tion (49) allow us to express qi and pi as functions of t and the 2n arbitrary constants
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α1, . . . , αμ−1, α, β1, . . . , βμ−1, τ and so obtain a solution of the original canonical
Eq. (35).

Augustin Cauchy in 1819 had developed a method of solving a given partial dif-
ferential equation by reducing this problem to solving a single system of ordinary
differential equations. (See Demidov (1982, 334–336) for details.) In the context of
dynamical analysis, Jacobi arrived with his integration theorem at the converse of this
result. The utility of this theorem is highlighted in the following remarks of Courant
and Hilbert (1962, 107), who observe that ordinary differential equations “may be
difficult to integrate by elementary methods, while the corresponding partial differ-
ential equation is manageable; in particular, it may happen that a complete integral is
easily obtained, e.g., with the help of separation of variables … Knowing the com-
plete integral, one can then solve the corresponding system of characteristic ordinary
differential equations by processes of differentiation and elimination.”

The point here is clearly evident in lecture 24 of the Vorlesungen, where the inte-
gration theorem is used to analyze the motion of a planet around the sun. The planet’s
heliocentric coordinates are x, y, z and its mass is taken to be equal to 1. The force
function (potential) is U = k2

r , where k is a constant and r is the distance of the planet
from the sun. In lecture 21 Jacobi had derived the Hamilton–Jacobi equation for the
problem in the form

T = 1

2

{(
∂W

∂x

)2

+
(

∂W

∂ y

)2

+
(

∂W

∂z

)2
}

= k2

r
− α, (50)

where T is one-half the live force (kinetic energy), W = W (x,y,z) and α is a constant.
Jacobi replaced the rectangular coordinates x, y, z by spherical coordinates r, φ, ψ :

x = r cosϕ, y = r sin ϕ cosψ, z = r sin ϕ sinψ. (51)

The expression for T becomes19

T = 1

2

(
x ′2 + y′2 + z′2) = 1

2

(
r ′2 + r2ϕ′2 + r2 sin ϕ2ψ ′2). (52)

The conjugate momenta are then

∂T

∂r ′ = r ′, ∂T

∂ϕ′ = r2ϕ′, ∂T

∂ψ ′ = r2 sin ϕψ ′. (53)

The conjugate momenta are equal to the partial derivatives of W with respect to the
variables:

∂T

∂r ′ = ∂W

∂r
,

∂T

∂ϕ′ = ∂W

∂ϕ
,

∂T

∂ψ ′ = ∂W

∂ψ
. (54)

19 Jacobi writes sinφ2 for sin2φ.

123



Canonical transformations from Jacobi to Whittaker 261

Combining (52), (53) and (54) in T = k2
r − α we obtain the Hamilton–Jacobi

equation in the form

1

2

{(
∂W

∂r

)2

+ 1

r2

(
∂W

∂ϕ

)2

+ 1

r2 sin ϕ2

(
∂W

∂ψ

)2
}

= k2

r
− α (55)

Jacobi integrated (55) by the method of separation of variables. He set down the
equations

1
2

(
∂W
∂r

)2 = k2
r − α,

(
∂W
∂ϕ

)2 + 1
sin ϕ2

(
∂W
∂ψ

)2 = 0.
(56)

Integrating these equations he arrived at the following solution of (55):

W =
∫ √

2k2

r
− 2α − 2β

r2
dr +

∫ √
2β − 2γ

sin ϕ2 dϕ +√2γ , (57)

where α, β, γ are arbitrary constants. By Jacobi’s integration theorem one obtains an
integral of the equations of motion from

∂W

∂α
= α′ − t,

∂W

∂β
= β ′, ∂W

∂γ
= γ ′, (58)

where α′, β ′, γ ′ are new arbitrary constants. From (57) and (58) we obtain finally

t − α′ = ∫ dr√
2k2

r −2α− 2β
r2

,

β ′ = −∫ dr

r2
√

2k2
r −2α− 2β

r2

+ ∫ dϕ√
2β− 2γ

sin ϕ2

,

γ ′ = −∫ dϕ

sin ϕ2
√
2β− 2γ

sin ϕ2

+ 1√
2γ

ψ.

(59)

The remainder of the lecture is devoted to a discussion of the geometric significance
of the constants that appear in (59).

The problem and solution presented in lecture 24 would appear in Tisserand’s
(1868) doctoral dissertation and in his 1889 treatise on celestial mechanics. Poincaré
(1899, Chapter 1 Sects. 8 and 10) would make use of this solution in his investigation
of perturbed Keplerian motion, where W was employed as a generating function for a
transformation that led from the canonical equations of motion to canonical equations
for the variable constants arising in the perturbed system. (See our discussion above
in Sect. 5.3 (Tisserand) and Sect. 6.2.2 (Poincaré).)
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3.7 Canonical elements and transformations

We turn now to the proofs in Jacobi’s (1866b) Ueber diejenigen Probleme of two
theorems stated without proof in his Paris note of 1837. In 1837 Jacobi introduced
the equations of motion in traditional Newtonian form; in the 1866 treatise (written
sometime around 1840) both Newtonian and canonical formalism are used.20

3.7.1 Jacobi’s theorem on canonical elements

In Sect. 27 of Ueber diejenigen Probleme Jacobi (1866b, 416–419) proved a more
general form of Lagrange’s fundamental identity (5) in the wider setting of dynamical
theory involving m generalized coordinates qi and m conjugate momenta pi. The
undisturbed motion of the system is described by Hamilton’s equations:

dqi
dt = ∂ H

∂ pi
,

dpi
dt = − ∂ H

∂qi
.

(60)

Let qi = qi(t, α1,…, α2m) be a complete solution of (60) containing the 2m arbitrary
constants αj . We let α j be variable functions of time, α j = α j (t), and suppose that the
resulting qi = qi(t, α1(t), …, α2m(t)) and pi = pi(t, α1(t), …, α2m(t)) are a solution
of the perturbed system

dqi
dt = ∂ H

∂ pi
+ ∂ H1

∂ pi
,

dpi
dt = − ∂ H

∂qi
− ∂ H1

∂qi
.

(61)

Here H1 is a term that is added to H to represent the perturbation and is a function
of t, qi and pi.. (Note that in Lagrange’s analysis the perturbation function Ω was a
function of the qi alone.) Differentiating the coordinates qi with respect to time we
have

dqi
dt = ∂qi

∂t +
2m∑
k=1

∂qi
∂αk

dαk
dt ,

dpi
dt = ∂ pi

∂t +
2m∑
k=1

∂ pi
∂αk

dαk
dt .

(62)

Following the method of variation of constants, we assume that Hamilton’s original
Eq. (60) continue to hold for the parts of the time derivatives in (62) containing the
partial time derivatives:

20 The term “Newtonian” here refers in the usual way to force equations given in terms of second derivatives
of the coordinate variables.
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∂qi
∂t = ∂ H

∂ pi
,

∂ pi
∂t = − ∂ H

∂qi
.

(63)

Combining (61), (62) and (63) we find that

2m∑
k=1

∂qi
∂αk

dαk
dt = ∂ H1

∂ pi
,

2m∑
k=1

∂ pi
∂αk

dαk
dt = − ∂ H1

∂qi
.

(64)

We have as well the equations

∂ H1

∂αi
=

m∑
j=1

(
∂ H1

∂q j

∂q j

∂αi
+ ∂ H1

∂ p j

∂ p j

∂αi

)
. (65)

Substituting (64) into (65) leads to

∂ H1

∂αr
=

m∑
j=1

(
−
(

2m∑
k=1

∂ p j

∂αk

dαk

dt

)
∂q j

∂αr
+

2m∑
k=1

(
∂q j

∂αk

dαk

dt

)
∂ p j

∂αr

)
,

which simplifies to

∂ H1

∂ar
=

2m∑
k=1

m∑
j=1

(
∂q j

∂αk

∂ p j

∂αr
− ∂q j

∂αr

∂ p j

∂αk

)
dαk

dt
. (66)

We rewrite (66) as

∂ H1

∂ar
=

2m∑
k=1

(αk, αr )
dαk

dt
, (r = 1, . . . , 2m) (67)

where the Lagrange bracket (which Jacobi writes with curved brackets21) is

(αk, αr ) =
m∑

j=1

(
∂q j

∂αk

∂ p j

∂αr
− ∂q j

∂αr

∂ p j

∂αk

)
(k, r = 1, . . . , 2m) (68)

21 There is a fair degree of variation in the notation adopted by researchers for Lagrange and Poisson
brackets. The appendix at the end of this article is a table giving the notation used by each researcher.
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Equation (67) is Jacobi’s statement of Lagrange’s fundamental identity (5).We have
provided more detail in the derivation than Jacobi did, who went without comment
directly from (63) to (66).

In Theorem IX Jacobi (1866b, 432–436) proceeded to prove the theorem on canon-
ical elements. We have as before Hamilton’s equation (60). The Hamilton–Jacobi
equation is set down in the form

∂W

∂t
+ f

(
t, q1, q2, . . . , qm,

∂W

∂q1
,
∂W

∂q2
, . . . ,

∂W

∂qm

)
= 0, (69)

where W = W (t, q1, q2, . . . , qm). Let W = W (t,q1, q2, . . . , qm, α1, α2, . . . , αm) be a
complete solution of (69) containing them arbitrary constants α1, . . . , αm . By Jacobi’s
integration theorem a solution toHamilton’s equation (60) is given by the 2m equations

∂W
∂αi

= βi ,

∂W
∂qi

= pi ,

(70)

where β1, . . . , βm are a second set of arbitrary constants. From (70) we obtain qi and
pi in the form:

qi = qi (t, α1, . . . , αm, β1, . . . , βm),

pi = pi (t, α1, . . . , αm, β1, . . . , βm).
(71)

Assume now that there is a perturbing force that gives rise to an increment H1
added to the Hamiltonian H. In the new problem, we consider solutions to Hamilton’s
equations of the form (71) but suppose the arbitrary constants αi and βi are functions
of t, so that the coordinates in the perturbed motion are

qi = qi (t, α1, . . . , αm, β1, . . . , βm),

pi = pi (t, α1, . . . , αm, β1, . . . , βm).
(72)

Theorem IX asserts that the variable elements αi and βi satisfy the canonical equa-
tions:

dαi
dt = − ∂ H1

∂βi
,

dβi
dt = ∂ H1

∂αi
.

(73)

This is the content of Jacobi’s theorem on canonical elements.
The proof begins by expressing the function W in the form

W = W
(
t, q1(t, α1, . . . , αm, β1, . . . , βm), . . . ,

qm(t, α1, . . . , αm, β1, . . . , βm), α1, . . . , αm
)

(74)
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Jacobi used parentheses to designate the total partial derivative of a function. For
example, if f = f (q, α) where q is a function of t and α Jacobi would write

(
∂ f

∂α

)
= ∂ f

∂q

∂q

∂α
+ ∂ f

∂α
.

Taking the total partial derivatives of (74) with respect to αk and βk (k = 1, . . . , m)

we obtain:

(
∂W

∂αk

)
=

m∑
i=1

∂W

∂qi

∂qi

∂αk
+ ∂W

∂αk
,

(
∂W

∂βk

)
=

m∑
i=1

∂W

∂qi

∂qi

∂βk
. (75)

By (70) these equations become

(
∂W
∂αk

)
=

m∑
i=1

pi
∂qi
∂αk

+ βk(k = 1, . . . , m),

(
∂W
∂βk

)
=

m∑
i=1

pi
∂qi
∂βk

(k = 1, . . . , m).

(76)

For the symbols α and β the Lagrange bracket (α, β) is

(α, β) =
m∑

i=1

(
∂qi

∂α

∂ pi

∂β
− ∂qi

∂β

∂ pi

∂α

)
. (77)

In what follows we will make use of the following identities:

∂2qi
∂α∂β

= ∂2qi
∂β∂α

(i = 1, . . . , m),

∂2(W )
∂α∂β

= ∂2(W )
∂β∂α

.

(78)

By means of the first identity, Eq. (77) may be written

(α, β) =
∂
(∑m

i=1 pi
∂qi
∂α

)

∂β
−

∂
(∑m

i=1 pi
∂qi
∂β

)

∂α
. (79)

We now consider the value of (α, β) for selected choices of α and β. If (α, β) =
(αk, αs)(s = 1, . . . , m) then from (76), (79) and the second identity in (78) we obtain

(αk, αs) =
∂
((

∂W
∂αk

)
− βk

)

∂αs
−

∂
((

∂W
∂αs

)
− βs

)

∂αk
= 0 (80)
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for all k and s. Similarly for all k and s we have

(βk, βs) =
∂
((

∂W
∂βk

))

∂βs
−

∂
((

∂W
∂βs

))

∂βk
= 0. (81)

Finally, consider the case (, β) = (αk, βs). We have

(αk, βs) =
∂
((

∂W
∂αk

)
− βk

)

∂βs
−

∂
((

∂W
∂βs

))

∂αk
. (82)

Hence it follows that (αk, βs) = 0 if k �= s and (αk, βk) = −1 if k = s.
We now take the generalized Lagrange identity (67) which in the present derivation

is presented by Jacobi in the form

∂ H1

∂β
=
∑

(α, β)
dα

dt
, (83)

where β denotes any of the variables α1, . . . , αm, β1, . . . , βm and the summation
variable α ranges over these 2m variables.We find that for β = βi (83) becomes ∂ H1

∂βi
=

− dαi
dt . For β = αi (83) becomes ∂ H1

∂αi
= dβi

dt . We have therefore arrived at the desired
canonical Eq. (73) for the variable elements αi and βi and the proof is complete.

It should be noted that Jacobi’s identity (83) is more general than Lagrange’s (5).
Equation (83) holds for perturbations functions involving t and the qi and pi, whereas
Lagrange’s account was restricted to perturbation functions involving qi alone. Theo-
rem IX is also more general than the corresponding Eq. (12) obtained by Poisson and
Lagrange. The arbitrary constants in Jacobi’s account can be any constants and are
not restricted to the initial values of the qi and pi.

Jacobi’s theorem on canonical elements was also proved by Desboves (1848) and
Donkin (1854), as we shall see in the next section. It would be successfully deployed
in research in celestial mechanics in the second half of the century. Tisserand (1868)
and Charlier (1907) used the result as the basis for their investigations of the canonical
differential equations satisfied by the elements in various three-body systems (see
below Sects. 5.3 and 7.2.2). The theorem also occupies a prominent place in modern
literature on celestial mechanics (see for example, Vinti (1998, Chapter 7)).

3.7.2 Transformations and canonical equations

Jacobi (1866b, 446–470) followed Theorem IX with an investigation of
changes in variables from α1, . . . , αm, β1, . . . , βm to a new set of variables
α1

′, . . . , αm
′, β1

′, . . . , βm
′. He defined a change of variables in terms of an arbitrary

function ψ of α1, . . . , αm and α1
′, . . . , αm

′:

ψ = ψ
(
α1, . . . , αm, α1

′, . . . , αm
′). (84)
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ψ is known as a generating function in themodern subject.22 The old and newvariables
are related by the equations:

∂ψ
∂αi

= −βi ,

∂ψ
∂αi

′ = β
′
i .

(85)

These relations enable one to express the old variables α1, . . . , αm, β1, . . . , βm

in terms of the new variables α1
′, . . . , αm

′, β1
′, . . . , βm

′: αi =
αi
(
α1

′, . . . , αm
′, β1

′, . . . , βm
′) and βi = βi (α1

′, . . . , αm
′, β1

′, . . . , βm
′. H1 in

turn then becomes a function of t, α1
′, . . . , αm

′, β1
′, . . . , βm

′. In Theorem X Jacobi
(1866b, 371–373) showed that the original canonical Eq. (73), expressed in terms of
the new variables αi

′ and βi
′ are also canonical in these variables:

dαi
′

dt = − ∂ H1
∂βi

′

dβi
′

dt = ∂ H1
∂αi

′ .
(i = 1, . . . , m) (86)

Jacobi had originally stated this theorem in his 1837 Paris note where he referred
to it as “entièrement nouvelle” (1837b, 66).

A change of variables with the above property is said in the modern subject to be
a canonical transformation because it preserves the canonical form of the equations.
The canonical form is a fundamental invariant of the change of variables. Jacobi’s
Theorem X is an important result. Reformulated in a general dynamical setting for
coordinate variables it is the cornerstone of the whole theory of transformations in
modern dynamical theory.

Jacobi (1866b, 448) noted that Theorem X is logically independent of Theorem IX,
and would be true for any function H1 of α1, . . . , αm , β1, . . . , βm whatever might be
its origin:

Although Theorem IX, in conjunction with the known method of deriving
infinitely many other solutions from a complete solution, leads to the above
theorem, the latter is by its nature independent of all previous conditions and
can itself be proved directly …

This passage is of interest in indicating that although Theorem X may be proved
independently ofTheorem IX, the idea of a canonical transformation and the associated
method of generating functions may in point of fact have been originally suggested
to Jacobi by Theorem IX. We begin with the variables q1, . . . , qm, p1, . . . , pm that
satisfy canonical equations with respect to the Hamiltonian H. Taking a complete

22 The term “generating function” had become standard by the 1960s. The following are the designations for
generating function adopted by the researches considered in this study: Jacobi (1866a)wilkürliche Function;
Desboves (1848) function quelconque; Donkin (1855)modulus of a normal transformation; Poincaré (1892)
function quelconque; Charlier (1907) Transformationsfunction; Klein (1926) Leitfunktion; Born (1925);
Nordheim and Fues (1927) and Carathéodory (1935), Erzeugende Funktion der Transformation; Goldstein
(1950) generating function; Corben and Stehle (1950) generator; Gelfand and Fomin (1963) generating
function.
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solution W = W (t, q1, . . . , qm, α1, . . . , αm) of the Hamilton–Jacobi partial differ-
ential Eq. (69) we consider the quantities αi and βi that appear in (70). According
to Jacobi’s integration theorem (70) give rise to a solution to the canonical equations
with respect to H. Theorem IX asserts that αi and βi themselves will in turn satisfy
canonical equations with respect to the perturbed Hamiltonian H1. Here W may be
regarded as a generating function. Of course, in Theorem IX there are two different
Hamiltonians H and H1 whereas in Theorem X there is one and the same Hamiltonian
H1. Furthermore, Jacobi did not pursue this line of reasoning, and the derivation that
he did give for TheoremX is as he noted independent of the one for Theorem IX.23 The
statement and proof of Theorem X do not refer at all to partial differential equations
and their solutions and are logically independent of both Jacobi’s integration theorem
and his theorem on canonical elements.24

In his original statement of this result in the 1837 Paris note, Jacobi (1837b, 67) gave
no proof, asserting that “The demonstrations of these theorems offer no difficulties.”
Nevertheless, inUeber diejenigen Probleme he developed a full derivation of Theorem
X that certainly was not simple. His proof is different from the one found in many
modern textbooks, the latter having originated in writings of Poincaré (see Sect. 6.4.1
above). Jacobi’s proof of Theorem X unfolds as a result of differential equations and
without any reference to variational concepts or principles. We now give this proof.

Jacobi began by taking the partial derivative of H1
(
t, α1

(
α1

′, . . . , αm
′, β1

′,
. . . , βm

′), . . . , αm
(
α1

′, . . . , αm
′, β1

′, . . . , βm
′), β1

(
α1

′, . . . , αm
′, β1

′, . . . , βm
′), . . . ,

βm
(
α1

′, . . . , αm
′, β1

′, . . . , βm
′))with respect to βk

′:

∂ H1

∂β ′
k

=
∑

i

∂ H1

∂αi

∂αi

∂β ′
k

+
∑

i

∂ H1

∂βi

∂βi

∂β ′
k
. (87)

From the original canonical Eq. (73), (87) becomes

∂ H1

∂β ′
k

=
∑

i

∂αi

∂β ′
k

dβi

dt
−
∑

i

∂βi

∂β ′
k

dαi

dt
. (88)

Jacobi did not indicate in the summation symbol the index with respect to which
the summation was taken. For clarity of exposition, we have added these indices. He
also added a new index symbol that he denoted by “i′”. Because of possible confusion
between a variable with a primed index and a primed variable itself, we will for the

23 The quoted passage is open to other objections. Jacobi developed a proof for Theorem X that was
independent of Theorem IX because in point of fact Theorem IX does not imply Theorem X. In Sect. 42
he showed that for conservative systems Theorem X implies Theorem IX but the converse does not seem
to be true.
24 FelixKlein (1926, 203 and 1969, 191-192) seems to suggest that the transformation theorem (TheoremX
of Ueber diejenigen Probleme) was deduced by Jacobi from his integration theorem (Theorem VI of Ueber
diejenigen Probleme). This was not the case, and Jacobi himself regarded the transformation theorem as
a new result. Furthermore, whereas the integration theorem was presented by Jacobi as a result in general
dynamical theory, the transformation theorem was ostensibly introduced within the theory of variation of
arbitrary constants. (Klein is intent on asserting Hamilton’s importance (long overlooked in his view) and
seems even to attribute the idea of a canonical transformation to the Irishman. On Klein’s “discovery” of
Hamilton see Hankins (1980, 203–204).).
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sake of clarity transcribe “i′”as “s”. Taking the partial derivative of the transformation
equation ∂ψ

∂αi
= −βi (85) with respect to βk

′ we obtain:

− ∂βi

∂β ′
k

=
∑

s

∂2ψ

∂αi∂αs

∂αs

∂β ′
k
. (89)

Combining (88) and (89) gives

∂ H1

∂β ′
k

=
∑

s

(
∂αs

∂β ′
k

(∑
i

∂2ψ

∂αi∂αs

dαi

dt
+ dβs

dt

))
. (90)

We now differentiate (85) with respect to time:

∑
i

(
∂2ψ

∂αi∂αs

dαi

dt
+ dβs

dt

)
= −

∑
i

∂2ψ

∂α′
i∂αs

dα′
i

dt
. (91)

Combining (90) and (91) there follows

∂ H1

∂β ′
k

= −
∑

i

∑
s

∂2ψ

∂α′
i∂αs

∂αs

∂β ′
k

dα′
i

dt
. (92)

The final step is to take ∂ψ
∂αi

′ = βi
′ (3.68b) and differentiate the left and right sides

partially with respect to βk
′

∑
s

∂2ψ

∂αs∂α′
i

∂αs

∂β ′
k

=
{
0 if i �= k
1 if i = k

. (93)

With (92), (93) simplifies to

dα′
k

dt
= −∂ H1

∂βk
′ , (94)

which is the first canonical equation for the variables αk
′ and βk

′.
We turn now to the derivation of Eq. (86). Because of the particular form of the

generating function, the derivation differs somewhat from the one for (3.69a). Jacobi
gave only an abridged derivation; here we supply the missing steps. The first step is
to take the partial derivative of H1 with respect to αk

′:

∂ H1

∂α′
k

=
∑

s

∂ H1

∂αs

∂αs

∂α′
k

+
∑

s

∂ H1

∂βs

∂βs

∂α′
k
. (95)
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From the canonical Eqs. (73), (95) becomes

∂ H1

∂α′
k

=
∑

s

∂αs

∂α′
k

dβs

dt
−
∑

s

∂βs

∂α′
k

dαs

dt
. (96)

It is necessary to find expressions for the coefficients in (96). Equation (91) gives

dβs

dt
= −

∑
i

∂2ψ

∂αi∂αs

dαi

dt
−
∑

i

∂2ψ

∂α′
i∂αs

dα′
i

dt
. (97)

Taking the partial derivative of βs = ∂ψ
∂αs

(85) with respect to αk
′ we have

∂βs

∂α′
k

=
∑

i

(
∂2ψ

∂αi∂αs

∂αi

∂α′
k

+ ∂2ψ

∂α′
k∂αs

)
. (98)

Using (97) and (96), (98) becomes

∂ H1

∂α′
k

= −
∑

s

∂αs

∂α′
k

(∑
i

∂2ψ

∂αi∂αs

dαi

dt
+
∑

i

∂2ψ

∂α′
i∂αs

dα′
i

dt

)

+
∑

s

∑
i

(
∂2ψ

∂αi∂αs

∂αi

∂α′
k

+ ∂2ψ

∂α′
k∂αs

)
dαs

dt
. (99)

We have the identity

−
∑

s

∑
i

∂αs

∂α′
k

∂2ψ

∂αi∂αs

dαi

dt
+
∑

s

∑
i

∂2ψ

∂αi∂αs

∂αi

∂α′
k

dαs

dt
= 0. (100)

Hence (99) reduces to

∂ H1

∂α′
k

= −
∑

s

∑
i

∂2ψ

∂α′
i∂αs

∂αs

∂α′
k

dα′
i

dt
+
∑

s

∂2ψ

∂α′
k∂αs

dαs

dt
. (101)

It should be noted that Jacobi began his derivation of the second canonical equation
with (101); it was left to the reader to reconstruct the steps from (95) to (101).

We proceed to take the partial derivative of ∂ψ
∂αi

′ = βi
′ (3.68b) with respect to αk

′:

∂β ′
i

∂α′
k

=
∑

s

(
∂2ψ

∂αs∂α′
i

∂αs

∂α′
k

+ ∂2ψ

∂α′
i∂α′

k

)
= 0. (102)

With (102), (101) simplifies to

∂ H1

∂α′
k

=
∑

i

(
∂2ψ

∂α′
i∂α′

k

dα′
i

dt
+ ∂2ψ

∂αi∂α′
k

dαi

dt

)
. (103)
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Taking the time derivative of ∂ψ
∂αk

′ = βk
′ (3.68b) we see that the right side of (103)

is the derivative of βk
′ with respect to t. Hence, we have finally

dβ ′
k

dt
= ∂ H1

∂αk
′ , (104)

which is the second canonical equation for the variables αk
′ and βk

′.
In the next two theorems, Jacobi extended this result to cases where side conditions

hold among the variable elements. For example, suppose that ψ1 is a function of
α1, α2, . . . , αm, α1

′, α2
′, . . . , αm

′ and the condition

ψ1 = 0 (105)

is assumed to hold. Then we introduce the multiplier function λ and stipulate that
the following relations analogous to (85) hold between αi ,βi , αi

′,βi
′:

βi + ∂ψ

∂αi
+ λ

∂ψ1

∂αi
= 0,

− β ′
i + ∂ψ

∂α′
i

+ λ
∂ψ1

∂α′
i

= 0. (106)

Using (105) and (106) we can eliminate λ and obtain a transformation fromαi , βi

to αi
′,βi

′. Theorem XI asserts that the variables αi
′, βi

′ satisfy Eq. (3.69) and the
transformation, therefore, preserves the canonical form of the equations.

Jacobi’s proof of the transformation theorem is evidently a rather involved con-
struction, one that may be daunting for a modern reader to follow. Nevertheless, the
basic ideas in the proof are clear, and much of the complexity in the proof arises from
notational issues associated with handling the summation processes that appear in a
general formulation of the result. If the proof is carried out for the case of a single
coordinate variable and a single conjugate variable the derivation is simplified and
the basic character of the proof is clear. It should also be noted that the transforma-
tion theorem is a result of the theory of differential equations and Jacobi’s proof is a
natural one. The popularity of Poincare’s proof using variational theory arises from
its simplicity in the general case and the fact that it connects—in a characteristically
modern way—ideas from different parts of analysis.

3.7.3 A theory based on transformations

In a discussion in Sect. 41 of Theorems X–XII, Jacobi (1866b, 464) commented on
the character and scope of these results. He wrote:

Theorems X–XII are completely independent of the meaning of the quantities
α1, α2 . . . αm, β1, β2 . . . , βm as constant elements in a mechanical problem, for the
theorems are removed from everything that relates to such a problem. It follows that
Theorems X–XII provide the most general way of transforming a system of differ-
ential equations in canonical form by the introduction of other variables into another
system with the same form.
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In the discussion that followed, he gave an example of such a transformation using a
generating function from the variables q1, q2, . . . , qm, p1, p2, . . . pm to the variables
α1, α2, . . . αm, β1, β2, . . . βm . In these final sections of the treatise, Jacobi highlighted
the fundamental character of Theorem X and even began to develop the outline of
a theory of transformations. His language shifted and he began to use the verb “to
transform” and the noun “transformation” in his account. Whereas in the statement of
Theorem X he wrote of one set of variables determining the other, he now wrote of a
transformation from one set to the other.

Jacobi’s theoretical predilections involving transformations are apparent in the sec-
ond part of Sect. 41, where Theorem X is used to prove the integration theorem and
the theorem on canonical elements. We will focus our account on his treatment of the
first of these results. The idea is to take a complete solution of the Hamilton–Jacobi
equation and use it a generating function for a canonical transformation. Because The-
orem X had been derived for time-independent generating functions, Jacobi restricted
his analysis to conservative systems in which the partial differential equation may be
reduced to one for which a complete solution does not involve time. We begin with
the standard canonical equations

dqi
dt = ∂ H

∂ pi
,

dpi
dt = − ∂ H

∂qi
,

(i = 1, 2, . . . , m) (107)

where the Hamiltonian H is a function of the q1, q2, . . . , qm, p1, p2, . . . pm . Let ψ be
a function of q1, q2, . . . , qm, p1, p2, . . . pm . Replace pi by − ∂ψ

∂qi
(i = 1, 2, . . . , m) in

H. The Hamilton–Jacobi partial differential equation is

H

(
t, q1, q2, . . . , qm,− ∂ψ

∂q1
,− ∂ψ

∂q2
, . . . ,

∂ψ

∂qm

)
= h, (108)

where h is a constant (the total energy). Let ψ be a complete solution of (108):

ψ = ψ(q1, q2, . . . , qm, α1, α2, . . . , αm−1, h), (109)

containing the arbitrary constants α1, α2, . . . , αm−1, h. We now use ψ as a generating
function for a transformation from the variables

q1, q2, . . . , qm, p1, p2, . . . , pm

to the variables

α1, α2, . . . , αm−1, h, β1, β2, . . . , βm−1,−(t + τ).

The transformation is given by the relations

∂ψ
∂q1

= −p1,
∂ψ
∂q2

= −p2, . . . ,
∂ψ
∂qm

= −pm,
∂ψ
∂α1

= β1,
∂ψ
∂α2

= β2, . . . ,
∂ψ

∂αm−1
= βm−1,

∂ψ
∂h = −(t + τ),

(110)
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ByTheoremXEq. (107) expressed in terms of αi , βi , h, t +τ (i = 1, 2, . . . , m−1)
remain canical. Because the transformed Hamiltonian H = h is a constant we have

∂ H
∂αi

= 0, ∂ H
∂βi

= 0,

∂ H
∂h = 1, ∂ H

∂(−(t+τ))
= 0.

(111)

From (111) and the fact that (107) remain canonical in αi , βi , h, t +τ there follows

dαi
dt = 0, dβi

dt = 0,

dh
dt = 0, d(−(t+τ))

dt = −1.
(112)

From d(−(t+τ))
dt = −1 in (112) we evidently have −1− dτ

dt = −1 or dτ
dt = 0. Hence

αi , βi h, τ are all constant. We then use Eq. (110) to express qi , pi as functions of
t, α1, α2, . . . , αm−1, β1, β2, . . . , βm−1, h, τ , and so obtain solutions of the canonical
Eq. (107) containing 2m arbitrary constants. Jacobi’s integration theorem for the con-
servative case (presented in lecture 21 of the Vorlesungen and described above in Sect.
3.6) is proved.25

Jacobi also gave a fully detailed derivation of Theorem IX from Theorem X, for
conservative systems. He concluded (1866b, 468),

The foregoing considerations show that Theorem X, of which I have given a
direct proof above, includes both the reduction of amechanical problem inwhich
the theorem of live forces holds to the complete integral of a partial differential
equation of the first order, and to the most general and simplest formulas for the
variation of the constants.

In the last few pages of the treatise Jacobi outlined some future directions that
involved using canonical transformations to investigate partial differential equations.
Demidov (1982, 339) views this account as introducing some of the themes that would
be explored in the 1870s by Sophus Lie in systematic detail from a more geometric
perspective (see also Hawkins (1991)).

3.8 The term“canonical” in Jacobi’s dynamics

The word “canonical” (“canonische”) and its grammatical variants appear 26 times in
Jacobi (1866a, b). In introducing lecture 8 of the Vorlesungen (1866a) the differential
Eq. (18) that are today called “canonical,” Jacobi did not, in fact, use this word. He
referred to them as “Hamilton’s equations.” The word “canonical” in the Vorlesungen
first appears in lecture 15. Assume one has several variables x, y, z, etc., each of which
is a function of t. We have a set of differential equations involving these variables. The

25 The notation in Sect. 41 of Ueber diejenigen Probleme and lecture 21 of the Vorlesungen differ. The
symbols ψ , W, α in the Vorlesungen become respectively H,—ψ , -α in Ueber diejenigen Probleme.
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goal is to express the derivatives of these variables in the form

dm x

dtm
= A,

dn y

dtn
= B,

dpz

dt p
= C, . . . (113)

where A, B, C, … contain derivatives of x of order at most m − 1, of y of order at
most n − 1, of z of order at most p − 1, and so on. Equations given in this way are
said to be in canonical form. Evidently, Hamilton’s equations are canonical in this
sense because the first derivatives of the variables are given as functions of time and
the variables themselves.

Jacobi applied the term “canonical form” to the symmetric perturbation Eq. (73)
and called the variable constants in these equations “canonical constants.” This usage
went back to his Paris note of 1837. These equations historically preceded Hamil-
ton’s equations (having originated with Lagrange and Poisson) and involved variable
constants rather than general dynamical variables, so it was presumably necessary to
designate them in a different way, and so Jacobi used the term “canonical form.”

The defining characteristic of the transformations Jacobi introduced in Ueber
diejenigen Probleme was that they preserved the canonical form of the equations.
As we observed in the preceding section, he envisaged applying such transformations
not just to the variable elements in perturbation problems, but to any set of dynamical
variables. Jacobi (1866b, 455) concluded:

We had then several examples, in which one and the same system of differential
equations in canonical form retained this form in various ways with the intro-
duction of new variables \ldots . The formulas for the variation of the constants
in the problems of mechanics, in their simplest form, are hereafter only one case
of the transformation of one canonical form into another.

Jacobi recognized that the notion of canonical form was a general one that charac-
terized a whole class of transformations in dynamical analysis.

4 Desboves and Donkin: canonical transformations

4.1 Cayley’s Report (1858)

Arthur Cayley’s 1858 “Report on the recent progress of theoretical dynamics” was
presented at the meeting the previous year in Dublin of the British Association for
the Advancement of Science. It was an overview of the development of mathematical
dynamics since Lagrange’s Méchanique analitique of 1788. The account is a factual
report rather than a critical examination of research. Theorems are stated but the little
indication is provided on how the results were proved, nor is there discussion of the
particular import and character of the methods employed.

Cayley (1858, 21) drew attention to Jacobi’s (1837b) note in the Comptes rendus
and provided what amounted to an English translation of the passage where Jacobi
stated the transformation theorem. Elsewhere in the report, he discussed researches of
Adolphe Desboves (p. 26) and William Donkin (pp. 31–36) who published proofs of
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Jacobi’s results. The account of Donkin was a fairly detailed one, although only the
statement of theorems is given.

There is the question of whether there was any dissemination of Jacobi’s results in
the 1842/43Königsberg lectures by the students in the seminar, such as Carl Borchardt,
in the period leading up to 1866 when the lectures were actually published. However,
there does not seem to be evidence in the journal record of any such dissemination
having taken place.26 There is nothing in Cayley’s 1858 report, which was fairly
detailed, on published research that might have been stimulated by these lectures.

4.2 Adolphe Desboves

Jacobi’s “Ueber die Reduction” was published in French translation in 1838 in Liou-
ville’s journal, and the results presented in it were discussed by Jacques Binet in an
article of 1841 in the Journal de l’École Polytechnique. There was of course the 1837
note in the ParisComptes rendus in which Jacobi stated the integration theorem named
after him, stated Jacobi’s theorem on canonical elements and stated the fundamental
transformation theorem itself. By the early 1840s knowledge of the theory developed
by Hamilton and Jacobi had been disseminated in French journals.

In 1848 the young French researcher Adolphe Desboves published his doctoral
dissertation at the University of Paris giving proof of Jacobi’s theorem on canonical
elements. In the second part of the paper, he investigated forces acting on a plane-
tary body. Desboves began with the Lagrange-Poisson theorem (Eq. 5) in which the
constants are the initial values of the coordinates and the momenta. These quanti-
ties considered as variables satisfy canonical equations (Eq. 13), expressed in terms
of the perturbation potential function. Desboves then proved Jacobi’s transformation
theorem. He proceeded to take a solution to the Hamilton–Jacobi partial differential
equation and to use it as a generating function for a canonical transformation from
the Lagrangian constants (initial values of coordinates and momenta) to the arbitrary
constants that appear in a complete solution of the Hamilton–Jacobi equation.

In Desboves formulation the equations for the dynamical variables are given in the
Newtonian form, while the equations satisfied by the variable constants are given in
Lagrange-Poisson canonical form. We begin with the Newtonian equations of motion

d2x

dt2
= m

dU

dx
,
d2y

dt2
= m

dU

dy
,
d2z

dt2
= m

dU

dz
, etc. (114)

Here the derivatives on the right sides of the equations are partial deriva-
tives. The solution of (114) will contain the arbitrary constants or elements
a1, b1, a2, b2, . . . , an, bn .27 The disturbed system is now described in terms of the
perturbation function � by the equations

26 Demidov (1982, 340) comments on the delay in publication of Jacobi’s work and observes “Some of his
achievements became known byword of mouth through his former students at Königsberg (K.W. Borchardt
and others) …” However, no specific documentation is provided by Demidov for this assertion.
27 Desboves evidently took for granted that the reader would understand that n is equal to 3 m, where m is
the number of particles.
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d2x
dt2

= m dU
dx + d�

dx ,

d2 y
dt2

= m dU
dy + d�

dy , etc.
(115)

A solution of (115) is obtained from the solution of (114) by supposing that the
elements a1, b1, a2, b2, . . . , an, bn become variable functions of time. Let us assume
that the constants ai , bi in the solution to (114) are the initial values of the coordinates
and velocities. In this case the variables ai (t), bi (t) satisfy the Lagrange-Poisson
equations

da1
dt = − d�

∂b1
, da2

dt = − d�
∂b2

, . . . , dan
dt = − d�

∂bn
.

db1
dt = d�

∂a1
, db2

dt = d�
∂a2

, . . . , dbn
dt = d�

∂an
.

(116)

Desboves stated Jacobi’s integration theorem for conservative systems, which he
took directly with only a slight difference in notation from Jacobi (1837b).28 Consider
the partial differential equation

∑ 1

m

[(
dθ

dx

)2

+
(
dθ

dy

)2

+
(
dθ

dz

)2
]

= 2(U + C), (117)

where C is the constant in the equation of live forces. Let θ = θ(x, y, z, α1, α2, . . .)

be a complete solution of (117). Desboves stated that a solution to (114) is given in
the form

dθ

dα1
= β1,

dθ

dα2
= β2, . . .

dθ

dC
= t + τ, (118)

where the 2n arbitrary constants or elements are
α1, α2, . . . αn−1, C, β1, β2, . . . βn−1, τ . (This result is discussed above Sect. 3.6)
Desboves asserted that in the perturbed system these constants regarded as variable
will satisfy canonical equations of the form

dα1
dt = + d�

dβ1
, dα2

dt = + d�
dβ2

, . . . , dC
dt = + d�

dτ .

dβ1
dt = − d�

dα1
,
dβ2
dt = − d�

dα2
, . . . , dτ

dt = − d�
dC .

(119)

Jacobi had given no proof of this result in his Paris note. As we saw in Sect. 3.7.1,
he provided a full derivation in Ueber diejenige Probleme, but the latter work was
only published in 1866. The purpose of the first part of Desboves’ paper is to derive
Eq. (119).

28 Desboves denotes the solution to the H-J Eq. (117) as θ where Jacobi calls it V , and Desboves’ arbitrary
constant C is called h by Jacobi. Also there is a minor variation in how they indicate the range of the
subscripts.
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Desboves stated that the proof is based on the third result stated by Jacobi (1837b)
(later proved in 1866b) concerning the preservation of the canonical form of Hamil-
ton’s equations for transformations defined in terms of a generating function.Desboves
adopted Jacobi’s formulation and notation, although he never used the word “canoni-
cal.” We are given the system of equations

da1
dt = − dH

db1
, da2

dt = − dH
db2

, . . . ., dan
dt = − dH

dbn
,

db1
dt = dH

da1
, db2

dt = dH
da2

, . . . . , dbn
dt = dH

dan
,

(120)

where H is a function of t and the variables a1, b1, a2, b2, . . . , an, bn . We introduce
new variables α1, β1, α2, β2, . . . , αn, βn . Consider ψ which is an arbitrary function
(“une fonction quelconque”) of α1, α2, . . . , αn and a1, a2, . . . an . The two sets of n
variables ai , bi , ai , βi are assumed to be related by the equations

dψ
dα1

= β1,
dψ
dα2

= β2, . . . . ,
dψ
dαn

= βn,

dψ
da1

= −b1,
dψ
da2

= −b2, . . . . ,
dψ
dan

= −bn .

(121)

For a change of variables defined in this way the transformation theorem asserts
that Eq. (120) become

dα1
dt = − dH

dβ1
, dα2

dt = − dH
dβ2

, . . . , dαn
dt = − dH

dβn
,

dβ1
dt = dH

dα1
,
dβ2
dt = dH

dα2
, . . . ,

dβn
dt = dH

dαn
.

(122)

Hence the canonical form of the equations is preserved in the transformation.
Desboves’ proof of the transformation theorem is taken up below. For now, we

describe how he used it to derive the canonical equations for the variable constants
in the Jacobian form (119). The key is to use the solution θ of the Hamilton–Jacobi
Eq. (117) as a generating function for a canonical transformation. We have θ =
θ(x, y, z, α1, α2, . . . , C) and Eq. (118). There are also the equations

dθ

dx
= mdx

dt
,
dθ

dy
= mdy

dt
, etc., (123)

that were derived in the proof of the integration theorem. If we set t = 0
in (118) and (123) then x, y, z, … become a1, a2, . . . , an and mdx

dt ,
mdy
dt ,…

become−b1,−b2, . . . ,−bn . (Here the bi nowdenoteminus the values of mdx
dt ,

mdy
dt ,…

at t = 0.) θ is a function ofa1, a2, . . .,an, α1, α2, . . . αn−1, C . Hence the following rela-
tions involving the generating function θ hold:

dθ
dα1

= β1,
dθ
dα2

= β2, . . . .,
dθ
dC = τ,

dθ
da1

= −b1,
dθ
da2

= −b2, . . . .,
dθ
dan

= −bn .

(124)
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We have the original canonical Eqs. (116), and (124) gives rise to a canonical trans-
formation from a1, a2, . . . an, b1, b2, . . . bn toα1, α2, . . . αn−1, C, β1, β2, . . . βn−1, τ .
It follows that (122) holds (with αn = C andβn = τ)), with H = −�. But this system
of equations is simply (119) and the main theorem is established.29

We turn now to Desboves’ proof of the transformation theorem itself. Using rela-
tions (121) we can express ai , bi as functions of αi , βi . Desboves asserted that the
function H will satisfy Lagrange’s fundamental identity (5), which here takes the
form:

dH
dα1

dt = [α1, β1]dβ1 + [α1, α2]dα2 + [α1, β2]dβ2 + . . . .

dH
dβ1

dt = [β1, α1]dα1 + [β1, α2]dα2 + [β1, β2]dβ2 + . . . .

. . . . . . . . . . . . .

(125)

Desboveswrote simply that Eq. (125)were “known.”TheLagrange bracket [α1, β1]
is given as

[α1, β1] = da1
dα1

db1
∂β1

− db1
dα1

da1
dβ1

+ da2
dα1

db2
∂β1

− db2
dα1

da2
dβ1

+ . . . . (126)

with corresponding expressions for
[
αi , α j

]
,
[
βi , β j

]
and
[
αi , β j

]
. It is necessary to

show

[
αi , α j

] = [βi , β j
] = 0 for all i and j

[
αi , β j

] =
{
1 if i = j
0 if i �= j

(127)

Equations (122) in canonical form follow from (125) and (127) and the theorem is
established.

Desboves gave a detailed proof that[α1, β1] = 1. He adopted a convention for
writing differentiation which in modern notation goes as follows. If z = ϕ(x, y(x, w))

then we write
(
dϕ

dx

)
= ∂ϕ

∂x
,
dϕ

dx
=
(
dϕ

dx

)
+ dϕ

dy

dy

dx
= ∂ϕ

∂x
+ ∂ϕ

∂ y

∂y

∂x
.

The generating function ψ is a function of α1, α2, . . . , αn and
a1, a2, . . . an , where a1, a2, . . . an may from (121) be regarded as functions of
α1, α2, . . . , αn, β1, β2, . . . , βn . Hence we have

29 In (116) we set b∗
i = −bi , so that (116) becomes

db∗
i

dt = − d(−�)
∂a1

,
db∗

i
dt = d(−�)

∂a2
. The relations (124)

given in terms of the generating function θ become dθ
dαi

= βi ,
dθ
da1

= −b∗
i . By the transformation theorem

it then follows that (119) hold.
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dψ
dα1

=
(
dψ
dα1

)
+ dψ

da1
da1
dα1

+ dψ
da2

da2
dα1

+ . . . + dψ
dan

dan
dα1

.

dψ
dβ1

= dψ
da1

da1
dβ1

+ dψ
da2

da2
dβ1

+ . . . + dψ
dan

dan
dβ1

.

(128)

From (121), (128) becomes

dψ
dα1

= β1 − b1
da1
dα1

− b2
da2
dα1

− . . . − bn
dan
dα1

.

dψ
dβ1

= −b1
da1
dβ1

− b2
da2
dβ1

− . . . − bn
dan
dβ1

.

(129)

There is a known identity expressing the equality of mixed partial derivatives,
d

dβ1
dψ
dα1

= d
dα1

dψ
dβ1

. Hence, we are able to equate the (partial derivative) of the right
side of (121) with respect to β1 to the (partial) derivative of the right side of (121)
with respect to α1. Doing so we obtain[α1, β1] = 1, where we use the fact that terms

analogous to b1d2a1
dα1dβ1

and b1d2a1
dβ1dα1

cancel each other.
Using similar reasoning we find that [α1, α2] = 0. In this case, we have

dψ
dα1

= β1 − b1
da1
dα1

− b2
da2
dα1

− . . . − bn
dan
dα1

dψ
dα2

= β2 − b1
da1
dα2

− b2
da2
dα2

− . . . − bn
dan
dα2

(130)

It is apparent that dβ1dα2
= dβ2

dα1
= 0. From d

dα2
dψ
dα1

= d
dα1

dψ
dα2

it then follows
that[α1, α2] = 0. In a similar way, we verify the other cases in (127).

It is important to note that Desboves proved the transformation theorem on the
assumption that the function H satisfies the Lagrangian fundamental identity (125).
Thus he only proved a special case of the theorem, although what he did prove was
sufficient to derive themain result (119) of his investigation. Desboves’ whole analysis
is closely bound up with the theory of variation of constants, in a way that was not true
for Jacobi. While Jacobi (1866b) obtained his transformation result within the general
setting of this theory, the proof was logically independent of it, as Jacobi himself
recognized. The special character of Desboves’ proof may explain historically why
later researchers such as Donkin did not follow in his footsteps.

It is nonetheless interesting that in 1848Desboves took a solution of theHamilton—
Jacobi equation as a generating function and then used Jacobi’s integration theorem
to obtain a canonical transformation. Of course, what Desboves did is different from
the modern treatment, which is developed in a general dynamical setting. By con-
trast, Desboves was considering perturbations and variable constants. Furthermore,
whereas a common proof of Jacobi’s integration theorem in modern texts uses trans-
formations, Desboves assumed this theorem from the outset, the statement and proof
having appeared in Jacobi (1837a).

The first part of Desboves memoir was notable for its succinctness and originality.
The idea of using a solution of theHamilton–Jacobi equation as the generating function
for a canonical transformation had been introduced by Jacobi in a work that would not
be published until 1866. It is fundamental to the modern subject. Desboves was able
to put together elements from the work of Poisson and Lagrange on the one hand, and
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Jacobi on the other, and develop the resulting theory conceptually in an innovative
way.

Desboves went on his memoir to consider a problem in particle dynamics that had
been investigated in some work of Joseph Liouville (1847) in which Jacobi’s (1837a)
integration theorem was used as a basis for integrating the differential equations of the
problem. Desboves carried out a detailed analysis of the problem, and arrived at a set
of elements he believed was particularly effective in determining the motion. To do so
he used Jacobi’s integration theorem and Eq. (118). The paper concluded by asserting
that the theorem on canonical elements formulated and proved at the beginning of the
paper could be applied to the given elements, although a such further investigation was
not pursued in the memoir. Desbove’s study of particle motion involved only Jacobi’s
integration theorem (expressed in (118)). The stage was set for the future application
of the theorem on canonical elements. Desboves was presenting new results that he
had obtained, one involving some proofs of Jacobian theorems, and the other on a
problem in particle dynamics based on Jacobi’s (1837a) integration theorem.30

Desboves became a teacher of mathematics at a lycée in Fontanes, and went on
to publish books on trigonometry, analytic geometry and the history of seventeenth-
century geometry. He also wrote a monograph on early childhood development based
on observations of his granddaughter in the first two and a half years of her life.
He apparently carried out no further researches in dynamical theory or mathematical
astronomy.

4.3 William F. Donkin

4.3.1 Introduction

William Donkin was trained in mathematics at Oxford University and from 1842
was the Savilian Professor of Astronomy there. In 1854 and 1855 the forty-year-old
professor published a two-part article in the Philosophical Transactions titled “On a
Class of Differential Equations, including those which occur in Dynamical Problems.”
This substantial study occupied over one hundred pages of the journal andwas devoted
to an investigation of the mathematical methods of Jacobi, Poisson and Hamilton and
their application to dynamics. Although Donkin did not claim to be at the same level
as these illustrious researchers, he stated that his work “might be found to possess
some degree of novelty and interest.”

Referring to the application of the dynamical theory to planetary motion Donkin
adopted the perspective of the mathematician:

This investigation, if interesting at all, will probably be so to the mathematician
rather than to the astronomer. I think, however, that if the theories of physical
astronomy were more frequently treated rigorously and symmetrically, apart

30 Cayley’s (1858, 26) remarks on Desboves’ memoir leave the impression that the two theorems proved
by Desboves in the first part of his memoir are applied in the second part, which is not true. The theorem on
canonical elements is only mentioned by Desboves at the end as a basis for further study of these elements.
The transformation theorem itself had only been used to prove the theorem on canonical elements and did
not come up again.
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from any approximate integrations; and if, when the latter are introduced, more
care were taken to give a clear and exact view of the nature of the reasoning
employed, it might be possible to draw the attention and secure the cooperation
of a class of mathematicians who nowmaywell be excused, if, after a slight trial,
they turn from the subject in disgust, and prefer to expatiate in those beautiful
fields of speculation which are offered to them by other branches of modern
geometry and analysis. (Donkin 1855, 300–301)

Donkin’s approach was formal and, in some respects, resembled more the style
of a writer on determinants than it did an investigation in dynamical analysis.31 He
seemed in a self-conscious way to have valued generality in mathematics, and his
formal inclinations and originality were no doubt connected to this. Nevertheless,
he produced a systematic and substantial work that included proofs all three of the
Jacobian theorems discussed above in Sect. 3.32 It should be noted that in Jacobi’s
original publications (1837ab), the equations ofmotionwere given inNewtonian rather
than canonical form. Thiswas the formulation adopted by researchers such asLiouville
(1847) and Desboves (1848). By contrast, Donkin (1854, 87–89) stated and proved
the result for dynamical equations of motion given in the Hamiltonian canonical form.
He even developed an argument that showed that in order for the proof to work it had
to be the case that the given solution of the partial differential equation was a complete
solution. Donkin did all of this some twelve years before the publication of Jacobi’s
posthumous magnum opus.

Although Donkin largely followed the tradition of French and British notation of
the period, at times he adopted unconventional terminology that was not followed in
the later subject. Donkin (1854, 103) himself stated, “I regret to use symbols with a
meaning different from that which custom has to some extent sanctioned but there
seemed to be only a choice of difficulties.”

In Donkin’s writing the symbol d denotes partial differentiation, and the prime
symbol ′ denotes ordinary differentiation. Suppose p is a function of t, x, y, where x,
y are themselves functions of t. Whereas today we would write

dp

dt
= ∂ p

∂t
+ ∂ p

∂x

dx

dt
+ ∂ p

∂ y

dy

dt
,

31 Referring to English mathematicians of note, Hamilton in 1851 mentioned Herschel, Cayley, Donkin,
Peacock and De Morgan (Crilly 2006, 178). Peacock and De Morgan were formalists and Cayley’s math-
ematical orientation was algebraic and formalistic. Donkin himself published a paper in 1850 titled “On
Certain Theorems in the Calculus of Operations,” research which was informed by Boole’s formal opera-
tional approach to analysis.
32 Jacobi’s integration theorem appears in Donkin (1854, 87–99); Jacobi’s theorem on canonical elements
in Donkin (1854, 105–106); and Jacobi’s transformation theorem in Donkin (1855, 315–316). Concerning
Jacobi’s theorem on canonical elements, Donkin (1854, 106 note) stated that the result was given by Jacobi
(no specific citation is provided) and proved by Desboves (1848) but that his own proof was different from
Desboves’. In his proof Donkin did not (as Desboves had) use a canonical transformation with a generating
function that is a solution to a partial differential equation. Instead, Donkin’s proof uses Poisson bracket
methods.
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Donkin wrote

p′ = dp

dt
+ dp

dx
x ′ + dp

dy
y′.

Donkin introduced new notation for the terms that appear in Lagrange brackets.
The expression d(yi ,xi )

d(h,k)
is defined as

d(yi , xi )

d(h, k)
= dyi

dh

dxi

dk
− dyi

dk

dxi

dh
.

The Lagrange bracket [k, h] is then given as

[k, h] =
n∑

i=1

d(yi , xi )

d(h, k)
.

Donkinused this notation extensively in his investigation, although it did not entirely
catch on in subsequent mathematics.

4.3.2 Donkin’s analysis

The purpose of the present article is not to give a complete account of Donkin’s papers,
something that would entail an extended study. The scope of Donkin’s investigation
much surpasses that of Desboves. We will consider only his treatment of transforma-
tions of variables and coordinates, a subject that occupies the better part of the 1855s
paper. Our concern is with Donkin’s development of the theory rather than the appli-
cations he made to celestial mechanics. In particular, we focus on the proof of Jacobi’s
theorem on canonical transformations that formed the centrepiece of his investigation.
This result appears as Theorem VIII of Sect. 6 of Part Two. Donkin in fact did not cite
Jacobi (1837b), where the result had originally been stated, but did refer to Desboves’
1848 “Deux théorèmes de M. Jacobi” as having provided proof of the result, in a less
general form and by a different method of demonstration than his own.

Donkin’s proof of the transformation theorem relies on a result that had appeared
with a different notation in part one.We begin by examining the latter. In Sect. 5 of Part
OneDonkin (1854, 79) considered a set of variables x1, x2, . . . , xn, y1, y2, . . . , yn and
a corresponding set of constantsa1, a2, . . . , an, b1, b2, . . . , bn .We are given a function
X that is a function oft, x1, x2, . . . , xn, a1, a2, . . . , an. (In what follows recall that for
Donkin d denotes partial differentiation). The variables and constants are related by
the equations

dX

dxi
= yi ,

dX

dai
= bi . (131)

Equation (131) defines a transformation from the variables
x1, x2, . . . , xn, y1, y2, . . . , yn to a1, a2, . . . , an, b1, b2, . . . , bn. In part two Donkin
(1855, 313) would refer to such a change of variables as a “normal” transformation
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and call X the “modulus” of the transformation. In the modern subject, one speaks of a
canonical transformation and X is called a generating function. Unlike the generating
functions considered by Jacobi and Desboves, X is a function of time t as well of the
quantities x1, x2, . . . , xn and a1, a2, . . . , an . Donkin proceeded to derive from (131)
the identity

db j

dyk
= −dxk

da j
( j = 1, . . . , nandk = 1, . . . n) (132)

In (132) the b j on the left side are functions of t, x1, x2, . . . , xn, y1, y2, . . . , yn

while the xk on the right side are functions of t,a1, a2, . . . , an, b1, b2, . . . , bn. To
obtain (132) we begin by differentiating (4.18b) partially with respect to aj:

d2X

dai da j
+ d2X

daidx1

dx1
da j

+ d2X

daidx2

dx2
da j

+ . . . = 0. (133)

Using (131) and substituting into (133) we obtain

db j

dai
+ dy1

dai

dx1
da j

+ dy2
dai

dx2
da j

+ · · · + dyn

dai

dxn

da j
= 0. (134)

The next step is to multiply (134) by dai
dyk

and sum the resulting n equations over i.
The first term of this sum is

n∑
i=1

db j

dai

dai

dyk
= db j

dyk
. (135)

In the remaining terms of the sum, the coefficient of each dxs
da j

(s = 1, …, n) is

n∑
i=1

dai

dyk

dys

dai

}
= 1i f s = k

0i f s �= k
. (136)

It follows that the total sum equated to zero is

db j

dyk
+ dxk

da j
= 0,

which is simply (132).
It should be noted that in Donkin’s rather formal derivation the same symbol may

be used in slightly different ways. For example, in deriving (133) from (131) ai and bi

are taken to be independent variables and dbi
dai

= 0. On the other hand, in the quotient
db j
dai

in (134) b j is a function of t, x1, . . . , xn and a1, . . . , an . Also in (135) the
db j
dai

on

the left is a function of t, x1, . . . , xn and a1, . . . , an while the
db j
dyk

on the right is a
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function of t, x1, . . . , xn and y1, . . . , yn . The reasoning is apparently valid but more
explanation and greater clarity and detail in notation would be desirable.33

Donkin proceeded to derive other identities similar to (132). In all, he showed that
relations (131) give rise to the following identities

dxi
da j

= − db j
dyi

,
dxi
db j

= da j
dyi

dyi
da j

= db j
dxi

,
dyi
db j

= − da j
dxi

(i = 1, . . . , n and j = 1, . . . n). (137)

In these identities the xi and yi on the left sides are functions of t,
a1, a2, . . . , an, b1, b2, . . . , bn while the b j and a j on the right sides are functions
of t, x1, x2, . . . , xn, y1, y2, . . . , yn .

In Theorem VIII of Part Two Donkin stated and proved Jacobi’s theorem on canon-
ical transformations.34 He began his account by introducing the Hamiltonian function
Z of t, x1, x2, . . . , xn, y1, y2, . . . , yn . (Donkin did not use the modern term Hamilto-
nian.) These variables satisfy the equations

xi
′ = dZ

dyi
, yi

′ = − dZ

dxi
. (138)

Such equations were said by Donkin to be in canonical form (italics in the origi-
nal).35

Consider now the second set of variables ξ1, . . . , ξn, η1, . . . , ηn . We are given the
function P that is a function of t, ξ1, . . . , ξnandy1, . . . , yn . The two sets of variables

33 The reasoning is verified in simple examples. Suppose for instance that n = 1 and we have the two pairs
of variables x,y and a,b. Let X = a2x2. Equations (131) give y(x,a) = 2xa2 and b(x,a) = 2 ax2. Then we

find that a(x,y) =
√

y
2x and b(x,y) =

√
2x3y. The identity

∂b(x, a)

∂a
• ∂a(x, y)

∂ y
= ∂b(x, y)

∂ y

then becomes

2x2 • 1√
8xy

=
√

x3

2y
,

and the left and right sides of this equation are indeed equal. (We have here used the modern symbol for
the partial derivative.).
34 One might fault Donkin for not having given some details on the statement of this result in Jacobi
(1837b). A reader coming to his paper would not be aware that the ideas of normal transformations and
functional moduli originated with Jacobi. (His reference to Desboves’ paper on two theorems of Jacobi
(1837b) did not include its title or much detail about its contents.).
35 It is important to note that the term “canonical” is used just once in Jacobi (1837b) and that this is the
only place that this term does appear in his published work prior to 1866. Donkin himself uses the term
to characterize the symmetric form of Hamilton’s equations. The word appears thirteen times in Donkin
(1855) (but not at all in Donkin (1854)).
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x1, . . . , xn, y1, . . . , yn and ξ1, . . . , ξn, η1, . . . , ηn are connected by the relations

dP

dξi
= ηi ,

dP

dyi
= xi . (139)

In this setting Donkin’s Theorem VIII asserts that the transformed variables
ξ1, . . . , ξn, η1, . . . , ηn satisfy the canonical equations

ξi
′ = d�

dηi
, ηi

′ = −d�

dξi
, (140)

where the function � is given as � = Z − dP
dt .

If P does not contain t then dP
dt = 0 and � = Z, the same generating function that

had been used by Jacobi and Desboves. (140) then becomes

ξi
′ = dZ

dηi
, ηi

′ = − dZ

dξi
. (141)

We will give Donkin’s proof for this case because it is simpler than the correspond-
ing derivation of (140) and provides a clear comparison to the result proved by Jacobi
and Desboves.

Donkin undertook a revision of the notation used in Part One so that

x1, . . . , xn, y1, . . . , yn, a1, . . . , an, b1, . . . , bn

are now, respectively, designated as

ξ1, . . . , ξn, η1, . . . , ηn, y1, . . . , yn, x1, . . . , xn .

Note that the underlying concept of “variable constant” is no longer present and
that all of the quantities under consideration are simply variables. Donkin (1855,
313) observed, “It is the object of the present section to consider the general class of
transformations of which the method [of the variation of elements] in question is a
particular, and not the only useful case.”

In term of the new notation, the set of identities (137) are now written

dξi
dy j

= − dx j
dηi

,
dξi
dx j

= dy j
dηi

dηi
dy j

= dx j
dξi

,
dηi
dx j

= − dyi
dξi

. (142)

Consider next the time derivative of ξi :

ξi
′ =

∑
j

(
dξi

dx j
x j

′ + dξi

dy j
y j

′
)

. (143)
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Substituting from the original canonical Eqs. (138), (143) becomes

ξi
′ =

∑
j

(
− dZ

dx j

dξi

dy j
+ dZ

dy j

dξi

dx j

)
. (144)

Using the identities in the first line of (142) we write (144) in the form

ξi
′ =

∑
j

(
dZ

dx j

dx j

dηi
+ dZ

dy j

dy j

dηi

)
. (145)

The right side of (145) is dZ
dηi

and so we have

ξi
′ = dZ

dηi
. (146)

A similar derivation using the identities in the second line of (142) leads to (141)
and the theorem is established.

We outline now howDonkin obtained this result for a more general time-dependent
generating function P of ξ1, . . . , ξn, y1, . . . , yn and t. The variable ξi is now a function
of x1, . . . , xn, y1, . . . , yn and t. Hence

ξi
′ = dξi

dt
+
∑

j

(
dξi

dx j
x j

′ + dξi

dy j
y j

′
)

. (147)

In Part One Donkin had shown that

dξi

dt
= −d

( dP
dt

)

dηi
. (148)

Hence, we obtain

ξi
′ = −d

( dP
dt

)

dηi
+ dZ

dη j
= d

(
Z − dP

dt

)

dηi
= d�

dηi
,

As was the case with Jacobi, Donkin’s proof of the transformation theorem is
a direct one about differential equations with no reference to variational theory. In
comparing Donkin’s proof with Jacobi’s, one is struck by its relative simplicity. This
feature arises from Donkin’s use of identities (142), which carry the main weight of
the proof. For a critical appraisal, one is led back to Part One where these identities
(as (137)) were originally derived. Donkin’s’ proof is not found in modern textbooks
although it would appear to be a respectable derivation of the result that also includes
generating functions which depend on time.

Following his original introduction of the “modulus” or generating function P
(expressed in terms of ξ1, . . . , ξn, y1, . . . , yn and t), Donkin (1855, 314) had observed
that we could employ instead of P one of the following functions:
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Q expressed in terms of x1, . . . , xn, ξ1, . . . , ξn and t,
R expressed in terms of y1, . . . , yn, η1, . . . , ηn and t.
S expressed in terms of x1, . . . , xn, η1, . . . , ηn and t.
For example, consider the case of Q. The partial derivatives of Q with respect to yi

and ηi (i = 1, …, n) are zero. This condition suggests we consider Q of the form.

Q = −P +
∑

i

xi yi . (149)

It is evident that the partial derivative of Q with respect to ηi is zero. Also, we have

dQ

dyi
= −dP

dyi
+ xi = −xi + xi = 0.

In this case, the relations (139) that must be satisfied, expressed in terms of
x1, . . . , xn, ξ1, . . . , ξn become

dQ

dxi
= yi ,

dQ

dξi
= −ηi . (150)

In a similar way, we obtain expressions for the moduli R and S in terms of P and
relations that correspond to (139) and (150).

4.3.3 Coordinate transformations are normal

To get a feel for how Donkin used the transformation theorem, we consider his
treatment in Sects. 68–70 (Donkin 1855, 318–321) of what he called coordinate
transformations. A coordinate transformation relates the coordinates x1, . . . , xn to the
corresponding coordinate variables ξ1, . . . , ξn and the time. In modern textbooks such
a transformation is called a point transformation (see for example Goldstein (1950,
238)). Donkin showed that every coordinate transformation is also a normal (i.e.,
canonical) transformation.Webeginwith the canonical systemof variables x1, . . . , xn ,
y1, . . . , yn with associated Lagrangian W ( x1, . . . , xn, x1′, . . . , xn

′, t) and Hamilto-
nian Z(x1, . . . , xn, y1, . . . , yn, t). (Donkin did not use these modern names.) We are
given a coordinate transformation from x1, . . . , xn to the variables ξ1, . . . , ξn defined
as

xi = (xi )(ξ1, ξ2, . . . , ξn, t), (i = 1, . . . , n) (151)

with “the brackets indicating that x1, . . . , xn are to be expressed in terms of ξ1, . . . , ξn”
(Donkin 1855, 318). Express W in terms of t, ξ1, . . . , ξn, ξ1

′, . . . , ξn
′ and define ηi

as ηi = dW
dξ ′

i
Donkin showed that (151) gives rise to a normal transformation from

x1, . . . , xn , y1, . . . , yn to ξ1, , . . . , ξn, η1, , . . . , ηn . The modulus P for this transfor-
mation is the function of t, ξ1, ξ2, . . . , ξn, y1, y2, . . . , yn defined as

P = (x1)y1 + (x2)y2 + . . . + (xn)yn . (152)
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Evidently, we have

dP

dyi
= (xi ) = xi (i = 1, . . . , n). (153)

It is necessary to calculate dP
dξi

and show that it is equal to ηi . We have

dP

dξi
= y1

d(x1)

dξi
+ y2

d(x2)

dξi
+ . . . yn

d(xn)

dξi
. (154)

Now

W = −(Z) + x1
′y1 + x2

′y2 . . . + xn
′yn . (155)

Donkin (1855, 319) wrote “observing that (Z) becomes a function of ξ1
′, &c., only

through y1 &c., we have” from (155)

dW

dξi
′ = − dZ

dy1

dy1
dξi

′ − dZ

dy2

dy2
dξi

′ − . . . − dZ

dyn

dyn

dξi
′

+ x1
′ dy1
dξi

′ + x2
′ dy2
dξi

′ + . . . + xn
′ dyn

dξi
′

+y1
dx1′

dξi
′ + y2

dx2′

dξi
′ + . . . + xn

′ dxn
′

dξi
′ . (156)

From the canonical equation x j
′ = dZ

dy j
(j = 1,…n) it follows that the first and

second lines on the right side of (156) cancel and so the latter becomes

dW

dξ ′
i

= y1
dx ′

1

dξ ′
i

+ y2
dx ′

2

dξ ′
i

+ · · · + x ′
n
dx ′

n

dξ ′
i
. (157)

Because x j (j = 1, … n) is a function of t and ξ1, . . . , ξn there follows

x j
′ = d(x j )

dt
+ d(x j )

dξ1
ξ1

′ + d(x j )

dξ2
ξ2

′ + . . . + d(x j )

dξn
ξn

′. (158)

From (158) we obtain

dx ′
j

dξ ′
i

= d(x j )

dξi
( j = 1, . . . n, i = 1, . . . n). (159)

Combining (157) and (159) we have

ηi = dW

dξ ′
i

= y1
d(x1)

dξi
+ y2

d(x2)

dξi
+ · · · + y′

n
d(xn)

dξi
. (160)
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The right side of (160) is by (154) equal to dP
dξi

and so we have finally

ηi = dP

dξi
. (161)

Because (153) and (161) hold the modulus P satisfies conditions (139). Hence
P gives rise to a normal transformation from x1, . . . , xn , y1, . . . , yn to ξ1, , . . . , ξn,

η1, , . . . , ηn .

4.3.4 Conclusion

Donkin’s investigation took place against the background of a pronounced English
interest in operational calculi and symbolic algebra, a fact that is apparent in his orga-
nization and presentation of the mathematical material. His approach differed in this
respect from the analytical style of Continental perturbation theory and the variation
of constants. Donkin’s focus on Jacobi’s theorem on canonical transformations also
indicated an interest in the notion of mathematical invariance which is at the base of
this result and was of central concern in contemporary English algebra.36

Given that Jacobi had died in 1851 and his Vorlesungen and Ueber diejenigen
Probleme were not published until 1866, Jacobi and Donkin could not have known
directly of each other’s work. Nevertheless, there are some curious similarities in their
development of the subject. Donkin’s (1854/1855) overall approachwas systematic, as
was Jacobi’s (1866a; b). The term“canonical” is a standard one inDonkin (1855), and it
appears frequently in Jacobi (1866a; b), although Jacobi generally used it for variable
elements rather than dynamical variables. (See also note 35 above.) Nevertheless,
Jacobi (as did Donkin) recognized the scope of the notion of canonical form. In terms
of general dynamical theory bothDonkin and Jacobi (1866) put the canonical equations
of motion at the base of their development of the subject, a fact that no doubt indicated
the influence of Hamilton on each of them. Finally, Jacobi (1866a, b) differed from
French writers in using square brackets for Poisson brackets. Donkin (1854/1855) also
used square brackets.37

Following the publication of his dynamical papers, Donkin went on to write arti-
cles on mathematical astronomy and acoustics. He suffered from poor health and died

36 OnBritish symbolic algebra in the first part of the nineteenth century see Pycior (1981).On the emergence
of invariant theory in British algebra in the 1840s see Wolfson (2008).
37 Carl Borchardt was in possession of notes for Jacobi’s Königsberg 1842–43 lectures, notes that were
published in edited form as Jacobi (1866a). Wilhelm Scheibner had taken notes of Jacobi’s 1847–48 Berlin
lectures; his transcript would eventually be edited and published by Helmut Pulte as Jacobi (1996). Of
course, Jacobi’s contributions to canonical transformations were contained not in these works but in the
set of notes that were published as Jacobi (1866b), but were probably written sometime around 1840.
However, these notes do not appear to have undergone any detailed posthumous editing and apparently did
not circulate. See also note 26 above.There are not copious biographical sources on Donkin. We do know
that he displayed an early talent for languages (O’Connor and Robertson, 2021). It is worth noting that
the term “canonical” does not appear at all in Donkin (1854), but is an established term in Donkin (1855).
It would certainly be possible that there was some contact in (say) 1855 between Donkin and German
mathematicians who had attended Jacobi’s lectures or had some familiarity with his unpublished writings.
But there is no record of such contact in print or apparently in any of the biographical sources we have.

123



290 C. Fraser, M. Nakane

in 1866 in Oxford at age 56. Were it not for the publication of Jacobi’s Vorlesun-
gen and Ueber diejenigen Probleme in 1866, Donkin’s writings would likely have
become a primary source for Hamilton–Jacobi methods. As reported earlier, his two
papers were described in some detail by Cayley in his 1858 report. It is unclear to
what degree Donkin’s work was disseminated, given the more relaxed conventions for
citation that seem to have prevailed in the nineteenth century. In 1873 Ernst Schering
published an article for the Göttingen Royal Society of Sciences titled “Hamilton-
Jacobische Theorie für Krafte” where he referred to Donkin’s work. In 1900 Eduard
von Weber wrote a substantial overview article on partial differential equations in the
Enzyklopädie der mathematischen Wissenschaften where he included a section “Die
Hamilton–Jacobi’sche Theorie”. He referred to both Jacobi and Donkin and cited
their work on canonical transformations, which he called “canonical substitutions.”
Von Weber mentioned the two men again in a subsequent section on the integration
of first-order partial differential equations. In 1913 von Weber’s essay was translated
(with additional references) under the guidance of Édouard Goursat in the French
edition of the Enzyklopädie volume on analysis. In the second edition of Whittaker’s
Analytical Dynamics Donkin is cited for his extension of the “kinematic potential” or
Lagrangian considered byHamilton to include time (Whittaker 1917, 264). (Whittaker
did not mention that was also done by Jacobi (1837a, 1866a; b).)

5 Binet (1841) and Delaunay (1860), Tisserand (1868)
andmiscellaneous researches to 1890: celestial mechanics

5.1 Background

The subject of interest in the following researches is primarily lunar theory and to a
lesser extent planetary theory. Lunar theory is an area of some complexity and one
today that in its traditional form is generally not well known.38 Our goal here is to
give only a simplified outline of the subject as it was envisaged by Charles Delaunay
and Tisserand (further details and history may be found in Brown (1896a, b), Brouwer
and Clemence (1961), Fraser and Nakane (2003) and Wilson (2008)).

The earth is at the centre of the coordinate system and the motion of the moon about
the earth is described by three second-order differential equations that measure the
gravitational forces acting between the two bodies. The integration of these equations
gives rise to six arbitrary constants or elements, that are normally expressed in terms
of standard astronomical parameters. The action of the sun on the moon constitutes
a perturbing force. According to the theory of variation, the arbitrary elements are
now regarded as variable functions of time given in terms of the partial derivatives
of a function measuring the sun’s perturbing force. The solution of these equations,
usually done by a method of successive approximation, leads to the desired solution
of the lunar problem and provides the basis for the computation of lunar tables.

38 In 1873 in an address to the Royal Astronomical Society Cayley noted that “everything in the Lunar
theory is laborious” (Crilly 2006, 240).
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5.2 Binet and Delaunay

Working in the theory of variation of elements Jacques Binet in an 1841 article in the
Journal de l’École Polytechnique investigated perturbed elliptical motion. He referred
to Hamilton (1834, 1835) and to Jacobi (1837a) and stated that Jacobi had elaborated
Hamilton’s results to arrive at his integration theorem. However, Binet did not refer
to Jacobi’s (1837b) note in the Comptes rendus, where Jacobi stated his theorem on
canonical elements and theorem on canonical transformations. In contrast to Desboves
and Donkin, Binet was not concerned with the general theory of transformations.

Binet showed that the Poisson-Lagrange canonical equations for the variable con-
stants could be modified to include a more flexible selection of initial orbital elements.
His solution for Keplerian unperturbed motion contained arbitrary constants C, G, H,
c, g, h. These quantities would become variable in the perturbed system. Binet suc-
ceeded in deriving the canonical perturbation equations

dC
dt = dR

dc , dc
dt = − dR

dC

dG
dt = dR

dg ,
dg
dt = − dR

dG

dH
dt = dR

dh , dh
dt = − dR

dH

, (162)

where R is the perturbation function and the variable elements determine the position
of the orbit of the body.

Binet’s approach was adopted by the Paris mathematician and astronomer Charles
Delaunay in his investigation of the lunar theory. Delaunay wrote a memoir on this
subject in 1846. Over the next two decades, he devoted himself entirely to the investi-
gation of the moon’s motion, publishing the results of his Herculean labours in 1860
and 1867 in two lengthy treatises in the memoirs of the Paris Academy of Sciences. He
based his investigation on the Newtonian equations of motion involving the perturbing
function. Delaunay modified Binet’s equations to remove secular terms that increase
indefinitely in magnitude with time while preserving at the same time the canonical
form of the equations. He obtained the new equations

dL
dt = dF

dl , dl
dt = − dF

dL

dG
dt = dF

dg ,
dg
dt = − dF

dG

dH
dt = dF

dh , dh
dt = − dF

dH

, (163)

where F is the perturbation function and the elements L, G, H, l, g, h are known in the
modern subject as the Delaunay canonical elements or variables.39 The perturbation

39 The meaning of these variables in terms of the lunar orbital parameters is as follows. Let a be the
semi-major axis, e be the eccentricity, i be the inclination of the orbit to a fixed plane, μ be the sum of the
masses of the earth and moon, l be the mean anomaly, g be the angular distance of the lower apsis from the

ascending node, h be the longitude of the ascending node, then L = √
μa, G = L

√
1 − e2, H = Gcosi .
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function F is equal to R + μ2/2L2 (μ being the sum of the masses of the earth and
moon) and was expanded by Delaunay as an infinite series.

Delaunay developed the perturbation function F up to the seventh order of small
parameters. The resulting expansion contained 320 terms, including terms multiplied
by the cosine of a linear function. He employed a special procedure to eliminate
secular terms from F. Delaunay repeated the procedure 57 times term by term, finally
eliminating the important secular terms and integrating the resulting equations. The
coordinates of the moon, its longitude, latitude and parallax, were then expressed as
infinite series in which the time occurred only in the arguments of periodic terms.
Although the practical use of his result was limited by the slow convergence of the
series, it was remarkable that secular terms could be avoided by means of his method.

Following Delaunay’s accidental death in 1873, his lunar theory received accolades
from other astronomers. In 1876 the American George W. Hill (1876, 65) stated
“among the innumerable set of canonical elements it does not appear that a better can
be selected.” Poincaré admired Delaunay’s canonical elements and considered their
introduction to be a significant contribution to celestial mechanics. The Delaunay
variables and canonical transformations of these variables would be a subject taken
up by later researchers, including Tisserand, Poincaré, and Charlier.40

5.3 Tisserand

François Tisserand’s goal in his 1868 dissertation (published both as a free-standing
work and as an article in Liouville’s journal) was to derive and improve on Delaunay’s
main result using the methods of Hamilton and Jacobi.41 He believed this theory
provided effective tools of analysis and also led to new transformations of the elements.
He emerged as a confirmed advocate of the Hamilton–Jacobi approach to dynamics
and recommended its use in preference to the earliermethods of Lagrange and Poisson.

The only researchers mentioned by name in Tisserand’s dissertation were Hamil-
ton, Jacobi and Delaunay. There were no actual references to the literature. In the
first section, Tisserand stated without proof the main theorems of Jacobi concerning
canonical equations and transformations. The first theorem is simply the result that the
equations of motion can be put in Hamiltonian canonical form. The second theorem is
Jacobi’s integration theorem, the third theorem is Jacobi’s theorem on canonical ele-
ments, and the fourth theorem is Jacobi’s transformation theorem. Jacobi is referred
to by name only for the transformation theorem. With respect to the latter Tisserand
(1868, 258) wrote, “There are infinitely many systems of canonical arbitraries; when
one such system is known one may obtain from it infinitely many others by means of

40 A limitation ofDelaunay’s theorywas the slow convergence of his series. The standard lunar ephemerides
published in Britain and United States in the 1920s were based on the different lunar theory of Hill and
Ernest W. Brown (see Wilson (2010)). Delaunay’s methods have, however, enjoyed a new lease on life
with the advent since the 1950s of computer-assisted computation in applied celestial mechanics (artificial
satellites, planetary perturbations), a development that is reviewed by Cook (1988, Chapter 9).
41 The committee for Tisserand’s doctoral examination was Delaunay as president with Joseph Serret and
Charles Briot as examiners. The first thesis was the work published in Liouville’s journal; the second thesis
he defended was on astronomical refraction and did not apparently issue as a publication.
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the following theorem of Jacobi.” Jacobi (1837a) had published a proof of his inte-
gration theorem; the theorem on canonical elements and the transformation theorem
itself had been proved byDesboves andDonkin; these developmentswere documented
by Cayley (1858); and Jacobi’s Ueber diejenigen Probleme itself appeared with full
proofs of all these results in 1866. In fact, Tisserand was not at all concerned with the
more theoretical mathematical aspects of Hamilton–Jacobi methods and devoted his
efforts primarily to their application to lunar and planetary theory.

Tisserand proceeded in the next sections to derive canonical equations for the lunar
elements. He began with the three Newtonian force equations in Cartesian coordinates
x, y, z and changed to a spherical system of coordinates r, ψ , ϕ. (See Jacobi (1866a,
lecture 24) and our discussion in Sect. 3.6). Writing down the Hamilton–Jacobi equa-
tion for the problem, its integral S was obtained in the form S = -Ct + Hψ + f (r, ϕ,
C, H, G), where C, H and G are constants of integration. An application of Jacobi’s
theorem on canonical elements gives rise to a set of canonical variable elements C, G,
H, c, g, h and the associated set of canonical equations. The latter take the form

dC
dt = dR

dl , dc
dt = − dR

dL

dG
dt = dR

dg ,
dg
dt = − dR

dG

dH
dt = dR

dh , dh
dt = − dR

dH

, (164)

where R is the perturbation function. Hence Tisserand had derived the Delaunay vari-
able elements and associated canonical equations in a new way using the methods of
Hamilton and Jacobi.

Tisserand’s (1868, 283–285) next step in what was a very technical investigation
involving shifting notation was to transform the elements C, G, H, c, g, h to a new set
of elements by means of Jacobi’s transformation theorem. He first expressed (164) in
a revised form using elements designated as C, (G), (H), τ , (g), (h). These variables
and the associated canonical equations are transformed into a new set of variable Λ′,
G′,H′; λ, κ , ηwith associated canonical equations using a suitably selected generating
function. The latter was somewhat complicated in form, and no explanation was given
for how it was obtained. The canonical equations which resulted became the basis for
eliminating secular terms in the series expressions for the orbital elements.

In the second part of thememoir Tisserand turned to a study of planetary three-body
problems, of which the most prominent example was the sun-jupiter-saturn system.
Such a system is different from the earth-moon-sun system, where the mass of one of
the bodies is negligible in comparison with the other two. Nevertheless, the methods
of Hamilton and Jacobi may be applied to planetary systems and lead to canonical
equations involving twelve variable orbital elements. This analysis replicated the steps
taken in the lunar theory, including the introduction (Tisserand 1868, 298) of a gener-
ating function and a canonical transformation to obtain the orbital elements in a form
free of secular terms.

123



294 C. Fraser, M. Nakane

5.4 Miscellaneous researches up to the 1890s

A perennial theme in work on the three-body problem in the nineteenth century was
the reduction of the degree of the system, that is lowering the number of variables
required to characterize the motion of the bodies. Jacobi (1843) in an important paper
had shown that the degree could be reduced from 18 to 6; however, he did not employ
canonical methods in his analysis.

In his impressively documented 1899 survey of work on the three-body problem
EdmundWhittaker identified several researchers in the second half of the century who
wrote the dynamical equations for the orbital variables in canonical form. In doing so
these researchers made use of integrals for quantities such as angular momentum and
energy that were conserved. Their work showed an engagement at a concrete level
with finding an analytical description of the system in canonical form. Bour (1856),
Scheibner (1868), Radau (1870) and Vernier (1894), among others, contributed to this
program of research. Whittkaker also drew attention to Delaunay (1860, 1867) and to
Lie (1875, 282–286). Oddly enough he made no reference to Tisserand (1868) or to
the Jacobi (1837b, 1866b) transformation theory itself, despite the attention the latter
had received in Cayley’s 1858 report.

Whittaker’s (1899, 123) singled out Bour (1856) as a noteworthy early advance
and provided a summary of his result. 18 equations in canonical form are reduced
for the three-body system in the plane to 6, with coordinates qi , pi (i = 1, 2, 3). The
system involves the motion of two fictitious masses m1 and m2 whose potential energy
depends on the lengths of the lines joining the masses to each other and the distances
of the masses to the origin. q1, q2 are the distances of m1, m2, respectively, to the
origin. q3 is the angle between q1 and q2, p1 = dq1

dt , p2 = dq2
dt , and p3 is the is the

difference of the angular momenta of m1and m2 about the origin. The equations that
describe the motion are

dpi

dt
= δH

δqi
,
dqi

dt
= − δH

δ pi
(i = 1, 2, 3), (165)

where H is a function of the qi , pi and δ denotes partial differentiation.
As we shall see in the next section, Poincaré’s study of transformations originally

developed out of work on the three-body problem. This is also true for Charlier (1902,
1907) and to some extent of Whittaker (1904).

6 Poincaré (1899, 1905, 1892): “changes of variables” and a new
theory of transformations

6.1 Introduction

Henri Poincaré was a major mathematical figure at the end of the nineteenth century
and the onlymathematical scientist among the primary figures considered in this article
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for whom amodern biography has been written (see Gray (2014)).42 His three-volume
Les Méthodes nouvelles de la mécanique céleste stands out as a major contribution
to mathematical science during the 1890s. It was complemented by his magisterial
Leçons de mécanique céleste, published over several years of the new century. Vol-
umes 1 and 3 of Les Méthodes nouvelles and volume 1 of Leçons included opening
chapters that explored seminal mathematical methods in celestial mechanics, partic-
ularly ones related to Hamilton–Jacobi theory. Indeed, Poincaré was the key figure in
the transmission of this subject from its historical origins in the writings of Hamilton
and Jacobi to the widespread embrace of the theory by physicists and mathematicians
in the first part of the twentieth century.

Poincaré composed his treatises in a more discursive way than one would write an
article in a journal. The work was also more uneven than a traditional French Cours
d’analyse (see for example Jordan (1896)). A sense of Poincaré’s style is conveyed by
some remarks of the mathematical astronomer Ernest Brown. In a letter to his friend
George H. Darwin in 1901 Brown reported on his experience of reading Poincaré’s
Méthodes nouvelles:

My respect for him grows with every chapter I read and annoyance at the same
time. He is very careless—sometimes proofs are faulty—sometimes incompre-
hensible, and the number of misprints—some of them misleading—is fearful. I
have occasionally spent three or four hours on a single page and then found that
the difficulty arose from some misprint or misstatement. But it reads beautifully
if one doesn’t try to go too much into details. (Wilson 2010, 226)

Methodes Nouvelles developed out of courses Poincare conducted at the Sorbonne
and he did not always attend to detailed textual references and documentation of
sources. (On the provenance of this work see Goroff (1993, 113).) In volumes 1 and 3
of the Méthodes nouvelles in the opening chapters on dynamical theory there are few
references to earlier authors. Textual citations do appear later in each work in relation
to specific results in planetary theory. Even in the case of his own work he sometimes
neglected to note that the particular subject at hand had been considered (sometimes
in detail) by him in some earlier publication. One significant source was Tisserand’s
writings, especially his Traité de Mécanique Céleste, published just three years before
the Méthodes nouvelles. Poincaré does not explicitly refer to Tisserand in the parts on
dynamical theory, although his name comes up several times later in each volume.

Poincaréwas familiarwith Jacobi’s results in dynamical analysis, but there is no evi-
dence that he had consulted Jacobi’s original writings. Rather he seems to have learned
about the subject from Tisserand, particularly the latter’s 1868 doctoral dissertation
and subsequent writings in celestial mechanics. Insofar as Hamilton is concerned, little
reference ismade by Poincaré to the Irishmathematician, despite the great significance
attributed to Hamilton by Jacobi throughout his dynamical writings.

42 Leo Koenigsberger (1904) (then in his mid-60 s) wrote a very mathematical “life and letters” biography
of Jacobi but no major biographical study has appeared since then. Also, there are modern biographies
for secondary figures (who did not work on canonical transformations) such as Hamilton and Cayley. See
Hankins (1980) for Hamilton and Crilly (2006). There are no biographies older or modern for Desboves,
Donkin, Tisserand, Charlier and Whittaker.
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In discussing Poincaré’s work we shall follow his original notation. In particular,
we use the same symbol ’d’ for both the derivative and the partial derivative. Although
this had been the custom of earlier French and English authors (see Sect. 3.3 above),
by the end of the century Poincaré was somewhat out of step with current notation.
For example, the partial derivative symbol was used in Tisserand’s 1892 Traité and
appeared in mathematical works such as Camille Jordan’s textbooks on analysis, pub-
lished in the 1890s at the same time Poincaré was writing.

6.2 Volume one of theMéthodes nouvelles (1892)43

In his famous prize memoir on the three-body problem Poincaré (1890, 170–171)
introduced examples of two-dimensional transformations that preserved the canonical
form of the equations for the problem, although he did not use the term “canonical
transformation” nor did he go into detail about the nature of such transformations.44 In
his laterwritings he referred to a “canonical change of variables” rather than “canonical
transformation.” It should be noted that the word “transformation” was used in earlier
literature of the period to refer to a change of variables. For example, the title of Radau
(1868) is “On a transformation of the differential equations of dynamics.”

In Jacobi’s dynamics and in modern mechanics one begins with the general Hamil-
tonian which is a function both of the time and the coordinate variables. The case
where time does not appear in the Hamiltonian is then developed as a special case, one
encountered in problems in astronomy and physics. By contrast, Poincaré from the
outset took as primary Hamiltonians and equations of transformation that are inde-
pendent of time. Although in the Leçons he did consider the more general case of
time-dependent Hamiltonians, this subject occupied a limited place in his writings.

6.2.1 Jacobi’s integration theorem and Jacobi’s transformation theorem in Les
Méthodes Nouvelles

Section one of Les Méthodes nouvelles (1892) begins with two sets of time-dependent
variables x1, x2, . . . , x p and y1, y2, . . . , yp . Poincaré (1892, 8) stated that the Hamil-
tonian or canonical equations have the form

dxi

dt
= dF

dyi
,
dyi

dt
= −dF

dxi
. (166)

The Hamiltonian F is a function of the x1, x2, . . . , x p and y1, y2, . . . , yp. (Poincaré
did not use the term “Hamiltonian” nor indeed make any reference to Hamilton in his

43 English translations of passages in the Méthodes nouvelles are from the 1967 NASA English edition
(Poincaré 1967). This translation is also used with some emendations in the American Institute of Physics
edition of volume one (Poincaré 1993).
44 Poincaré (1890) introduced such transformations on p.119, pp.170–171 and p.175; English translation
(Poincaré 2017), p.104, pp.151–152 and p.155. For the history of this memoir see Barrow Green (1997).
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account.) According to Poincaré, the variables xiandyi are said to form a conjugate
pair.45

In Sect. 3 Poincaré (1892, 13–14) turned to Jacobi’s integration theorem, what he
called “Jacobi’s first theorem.” As in the other results he presented, no proof is given.
Consider a quantity S that is a function of x1, x2, . . . , x p, where each of the xi depend
on time. Poincaré asserted that the integration of the ordinary differential Eq. (166)
reduces to solving the following partial differential equation for S:

F

(
x1, x2, . . . , x p,

dS

∂x1
, . . . ,

dS

dx p

)
= h1, (167)

Here the variables yi in F have been replaced by yi = dS
dxi

. h1 is a constant. In
modern terminology (167) is the Hamilton–Jacobi partial differential equation for the
problem. Let

S = S
(
x1, x2, . . . , x p, h1, h2, . . . , h p

)

be a complete solution of (167) containing, in addition to h1, the arbitrary constants
h2, . . . , h p. Poincaré (1892, 14) wrote “Jacobi has shown that the general integral of
equations (166) can be written:

dS

dxi
= yi (i = 1, 2, . . . , p),

dS

dhi
= h′

i (i = 2, . . . , p),
dS

dh1
= t + h′

1. (168)

The quantities h′
i are a new set of p arbitrary constants.

The theorem Poincaré presented here is not what one finds in lecture 20 of Jacobi’s
Vorlesungen, the latter being what is typically called Jacobi’s theorem in modern
textbooks. It is, in fact, the result formulated for conservative systems that Jacobi had
presented in lecture 21 (see Sect. 3.6 above).

In Sect. 4, Poincaré (1892, 15) presented without proof Jacobi’s transformation
theorem, which he called “Jacobi’s second theorem.” He wrote.

Let

S
(
y1, y2, . . . , yp; h1, h2, . . . , h p

)

be an arbitrary function of p variables y and of the new p variables hi. Let us now set

xi = ∂S

∂ yi
, hi

′ = ∂S

∂hi
(169)

45 In modern dynamics the conjugate yi to xi is defined as the partial derivative of the Lagrangian L with
respect to the time derivative of xi: yi = ∂L

∂ ẋi
, where ẋi = dx

dt . Poincaré’s terminology is consistent with
this definition.
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Equations (169) are regarded as defining the relation which connect the old vari-
ables46

x1, x2, . . . , xq ,

y1, y2, . . . , yq ,

to the new variables

h1, h2, . . . , hq ,

h1
′, h2

′, . . . , hq
′.

Jacobi has demonstrated that if we make this change of variables, the equations
will remain canonical and do so whatever the function S may be.

Although Poincaré had announced at the outset that he was considering results
from Jacobi’s Vorlesungen, the subject of transformations was not covered in these
lectures. Rather it was taken up in Jacobi’s supplementary treatise Ueber diejenigen
Probleme published in the same volume as the Vorlesungen.47 Furthermore, Jacobi
had introduced transformations in his investigation of the constants of integration
arising in the solution to the dynamical equations, whereas Poincaré was considering
transformations of the dynamical variables themselves.

The function S is here an arbitrary function and is unrelated to the function in the
previous theorem, the latter being a solution of a partial differential equation. Later in
Sect. 7, Poincaré (1892, 18) considered a function S of xi and hi. He wrote

If, therefore, S is an arbitrary function of
(
x1, x2, . . . , x p, h1, h2, . . . , h p

)
and

if we set

yi = dS

dxi
, hi

′ = ∂S

∂hi
, (170)

the canonical form of the equation will not be altered when we take hi and hi
′

as new variables, and when we change H into –H at the same time.”

Although Poincaré did not give proof of these results, it is possible to reconstruct
the likely reasoning that led to them. A significant clue is provided in Sect. 5 where he
considered a canonical transformation that is a linear transformation from the variables
xi , yi to the variables xi

′, yi
′ (He abandoned here the notation hi , hi

′ used elsewhere

46 Poincaré switches the upper range of the variables from p to q, an apparent misprint.
47 The 1866 volume in which the Vorlesungen as well as Ueber diejenigen Probleme appeared was itself
titledVorlesungen über Dynamik. It is possible that Poincaré for this reason referred to the source of Jacobi’s
transformation theorem in this way. See also the discussion at the end of §6.5.3.
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for the transformed variables. Also, the subscript i now ranges from 1 to n.) The
transformation is given as

⎧
⎪⎨
⎪⎩

xi = α1.i x1′ + α2.i x2′ + · · · + αn.i xn
′,

yi = β1.i y1′ + β2.i y2′ + · · · + βn.i yn
′.

(171)

The question is how to select the constants α and β so that the transformation is
canonical.

To investigate this question Poincaré began with a general result that would be
true for any transformation. He introduced what he called virtual increments and
what were commonly known as variations. Given x1, x2, . . . , xn and y1, y2, . . . , yn

the increments or variations of these variables are denoted δx1, δx2, . . . , δxn and
δy1, δy2, . . . , δyn . We have the following expression for the variation of F:

∑(
dF

dxi
δxi + dF

dyi
δyi

)
= δF . (172)

Using the canonical Eq. (166) Poincaré (1892, 16) rewrote (172) in the form

∑(
dxi

dt
δyi − dyi

dt
δxi

)
= δF . (173)

He asserted that a necessary and sufficient condition for the transformation from
xi , yi to x ′

i , y′
i be canonical is the validity of the following identity:

∑(
dxi

dt
δyi − dyi

dt
δxi

)
=
∑(

dx ′
i

dt
δy′

i − dy′
i

dt
δx ′

i

)
. (174)

The proof (which Poincaré omitted) goes as follows. Since F(xi , yi ) = F(x ′
i , y′

i ) it
follows from (173) and (174) that

∑(
dxi

′

dt
δyi

′ − dyi
′

dt
δxi

′
)

= δF (175)

But for F = F(x ′
i , y′

i ) we have

∑(
dF

dxi
′ δxi

′ + dF

dyi
′ δyi

′
)

= δF (176)

Comparing (175) and (176) we obtain

dxi
′

dt
= dF

dyi
′ ,
dyi

′

dt
= − dF

dxi
′ , (177)

and it follows that the transformation is canonical. The converse is straightforward.
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Poincaré proceeded to apply this general result to the canonical linear transforma-
tion (171). We infer from (171) that dxi depends only on dx ′

i , δxi only on δx ′
i , dyi

only on dy′
i and δyi only on δy′

i . Hence, we conclude from (174) that

∑
dxiδyi =

∑
dx ′

iδy′
i ,
∑

dyiδxi =
∑

dy′
iδx ′

i , (178)

Because the relations (171) are linear, it follows that dxi is to dx ′
i as xi is to x ′

i ,
δxi is to δx ′

i as xi is to x ′
i , dyi is to dy′

i as yi is to yi ’ and δyi is to δy′
i as yi is to y′

i .
Equation (178) therefore remains valid if dxi and δxi are replaced by xi ; dyi and δyi

by yi ; dx ′
i and δx ′

i by x ′
i ; and dy′

i and δy′
i by y′

i . In this case (178) reduces to

∑
xi yi =

∑
xi

′yi
′. (179)

Poincaré inferred that (179) is a necessary and sufficient condition for the transfor-
mation (171) to be canonical.

Poincaré next considered a narrower set of linear transformations. We first suppose
that αk.i = βk.i in (171) so that xi and yi are subjected to the same transformation.
Furthermore, the coefficients are required satisfy the following relations:

i=n∑
i=1

α2
ki = 1,

i=n∑
i=1

αkiαhi = 0(k �= h). (180)

A transformation with these properties is said to be orthogonal. (A rotation is an
example of such a transformation.) It is not difficult to see that such a transformation
(179) holds and the transformation is therefore canonical.

In Sect. 6, Poincaré presented another example. Assume that we have two variables
x1 and y1 and a transformation to x ′

1 and y′
1 given by:

x1 = ϕ
(
x1

′, y′
1

)
, y1 = ψ

(
x1

′, y′
1

)
(181)

Poincaré (1892, 18) wrote “the equations will remain canonical, I say, provided
that the functional determinant, or Jacobian, of x1 and y1, with respect to x ′

1 and y′
1

is equal one.” He did not give any proof, but it would be necessary to show that the
identity (179) holds. He also indicated that a transformation from the variables q and
p to ωandρ defined by

q = √2ρ cosω, p = √2ρ sinω (182)

has a Jacobian equal to 1 and the canonical form of the equations is preserved. (In this
example it would be necessary to show that (174) holds.)

Although Poincaré did not do so, it is possible to go from the general identity (174)
to a proof of Jacobi’s theorem on canonical transformations stated in Sects. 4 and 7.
Consider the theorem in Sect. 4. We have S = S

(
y1, y2, . . . , yp; h1, h2, . . . , h p

)
and
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the transformation from xi , yi to hi , h′
i is given by (169). One begins with a general

identity involving the interchangeability of the differential and variational operations:

d

dt
δS = δ

dS

dt
. (183)

Expanding the left side of (183) gives

d

dt
δS = d

dt

(
dS

dy1
δy1 + . . . + dS

dyp
δyp + dS

dh1
δh1 + · · · + dS

dh p
δh p

)

= d

dt

(
x1δy1 + . . . + x pδyp + h′

1δh1 + . . . + h′
pδh p

)
, (184)

where we have used (169). We now carry out the differentiation of the right side of
this equation and use the canonical Eq. (166) to obtain

d

dt
δS = dx1

dt
δy1 + x1δ

dy1
dt

+ . . . + dx p

dt
δyp + x pδ

dyp

dt

+ dh′
1

dt
δh1 + h′

1δ
dh1

dt
+ . . . + dh′

p

dt
δh p + h′

pδ
dh p

dt
. (185)

Expanding next to the right side of (183) and using (169) again we have

δ
dS

dt
= δ

(
dS

dy1

dy1
dt

+ · · · + dS

dyp

dyp

dt
+ dS

dh1

dh1

dt
+ · · · + dS

dh p

dh p

dt

)

= δ

(
x1

dy1
dt

+ · · · + x p
dyp

dt
+ h′

1
dh1

dt
+ · · · + h′

p
dh p

dt

)

= dy1
dt

δx1 + x1δ
dy1
dt

+ · · · + dyp

dt
δx p + x pδ

dyp

dt
. (186)

Equating (185) and (186) gives rise after some simplification to

dx1
dt

δy1 − dy1
dt

δx1 + · · · + dx p

dt
δyp − dyp

dt
δx p

= dh1

dt
δh′

1 − dh′
1

dt
δh1 + · · · + dh p

dt
δh′

p − dh′
p

dt
δh p. (187)

But (187) is simply the fundamental identity (174). Hence it follows that the trans-
formation is canonical.

The transformation theorem involving the generating function S(xi , hi ) in Sect. 7
may be proved in the same way. Later, in the Leçons, Poincaré (1905) would give
derivations of these results along similar lines, but use methods that did not make use
of the symbolic δ notation. We will return to this subject in Sect. 6.5.1 below.
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6.2.2 Keplerian motion

In Sect. 8 Poincaré (1892, 19–21) considered what he called “Keplerian motion”
involving a mass M that moves under the action of an inverse-square force located
at the origin. His account in both notation and substance followed some earlier work
of Tisserand ((1868) and (1889, 123–127)); Tissserand in turn followed (with some
changes in notation) Jacobi’s (1866a, 183–186) formulation and treatment of the prob-
lem in lecture 24 of the Vorlesungen. (Tisserand made no reference to Jacobi’s lecture
and Poincaré made no reference to either Jacobi or Tisserand.48) The equations of
motion are given in canonical form with the Hamiltonian:

F = y21 + y22 + y23
2

− 2M√
x21 + x22 + x23

, (188)

where x1, x2, x3 are the coordinates of M, y1, y2, y3 are its velocity components and
the units are selected in such a way that the Gaussian constant is 1.49 The partial
differential Eq. (167) is

(
dS

dx1

)2

+
(
dS

dx2

)2

+
(
dS

dx3

)2

− 2M√
x21 + x22 + x23

= 2h, (189)

where h is an arbitrary constant. Poincaré introduced spherical coordinates

x1 = r sinω cosϕ, x = r sinω sin ϕ, x3 = r cosω, (190)

and (189) becomes

(
dS

dr

)2

+ 1

r2

(
dS

dω

)2

+ 1

r2 sin2 ω

(
dS

dϕ

)2

= 2M√
x21 + x22 + x23

+ 2h (191)

Poincaré’s separated the variables to obtain a complete solution of (191) of the form
S = S(r, ω,ϕ, G, Θ , h) or S = S(x1, x2, x3, G, Θ , h), where G, Θ , h are arbitrary con-
stants. Jacobi’s first theorem then gives the general solution of the canonical equations
as

yi = dS

dxi
(i = 1, 2, 3), h′ + t = dS

dh
, g = dS

dG
, θ = dS

d�
(192)

48 The chapter in which the problem appears in Tisserand (1889) is Chapter VII, “Intégration des équations
différentielles du mouvment elliptique par la méthode de Jacobi”. While the method is attributed to Jacobi
the solution itself is Tisserand’s own invention.
49 According to Brown (1896a, b, 1) the Gaussian constant of attraction is defined as follows. For any two

masses m and m’ a distance r apart the gravitational force between them is F = k mm′
r2

. k is the Gaussian
constant of attraction. The units may be chosen so that k = 1.
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where g, θ , h′ are new arbitrary constants. Poincaré providedmore astronomically con-
venient expressions involving these constants and related them to the orbital elements
which were used in celestial mechanics.

Poincaré (1892, 20–21) next extended the analysis to more general situations. He
wrote, “If the moving mass, instead of being subject to the attraction of the mass
M, were subject to other forces, we could, nevertheless, construct the function S and
define six new variables L, G, Θ , l, g, θ .

as a function of xi and yi by equations.

yi = dS

dxi
(i = 1, 2, 3),

dS

dL
= l,

dS

dG
= g,

dS

d�
= θ, (193)

L, G, Θ , l, g, and θ would no longer be constants.” Poincaré named these six
quantities Keplerian variables.

In Sect. 10, Poincaré (1892, 24–26) considered the central-force motion of a mass
m with coordinates x1, x2, x3 and velocity components y1, y2, y3. The force need not
be restricted to an inverse-square force and is given in terms of a general potential
function V . Poincaré began by setting down the canonical differential equations for
the problem, where the Hamiltonian F is given as

F = 1

2

(
p21 + p22 + p23

)
+ V , (194)

with pi = myi. As before, the function S = S(x1, x2, x3, G, Θ , L) is a complete
solution of the partial differential equation for the problem. Equation (193) give rise
to a change of variables from x1, x2, x3, y1, y2, y3 to the Keplerian variables L, G, Θ ,
l, g, θ . Referring to Sect. 7, Poincaré asserted that the transformed equations will also
be canonical, and have the form

dL
dt = − dF

dL , dG
dt = − dF

dg , d�
dt = − dF

dθ ,

dl
dt = dF

dL ,
dg
dt = dF

dG , dθ
dt = dF

d�.

(195)

Equation (195) are simply Delaunay’s equations, the established basis of the theory
of lunar and planetary perturbations, obtained here from the canonical equations of
motion by means of a canonical transformation.50

In the present problem S is regarded as a generating function (to use a modern
term) that gives a canonical transformation from the original dynamical coordinates
and momenta x1, x2, x3, y1, y2, y3 to the variable constants L, G,Θ , l, g, θ . It should be
noted that Poincaré’s development is very different from Jacobi’s procedure. Jacobi
(1866b) had obtained canonical equations for the variable constants from his theorem
on canonical elements (Theorem IX of Jacobi (1866b)) before transformations were
even introduced. By contrast, Poincaré in the case at hand derived these equations
using S as a generating function in an application of Jacobi’s theorem on canonical
transformations (Theorem X of Jacobi (1866b)).

50 In terms of the Delaunay elements identified in note 39, Poincaré is setting μ = 1.
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The idea of using a solution of a partial differential equation as the generating func-
tion of a canonical transformation was first introduced in published form by Desboves
in 1848. It was also successfully deployed in a fairly modern way in the final sections
of Jacobi’s Ueber diejenigen Probleme (1866b), as we saw in Sect. 3.7.3 above. The
idea is fundamental to the modern subject. Although Poincaré in the analysis above
used the complete solution S as a generating function, his approach is different from
the modern one. In the latter, this move is part of a derivation of Jacobi’s integration
theorem. By contrast, Poincaré’s goal was to effect a change of variables that lead
to canonical equations for the Keplerian elements. A more general difference is that
Poincaré was applying the method of variation of arbitrary constants, whereas the
modern theory is developed independently of this method. As we shall see in Sect.
6.5.3, in the Leçons Poincaré would use a canonical transformation to prove Jacobi’s
integration theorem in a way that is similar to modern derivations.

6.3 Poincaré’s 1897 paper on the three-body problem

In 1896 and 1897 Poincaré published papers with the same title, “Sur une forme nou-
velle des équations du problème des trois corps.” Both contained results on canonical
transformations. The 1897 paper was the more complete of the two and is the one we
shall focus on in this account.

Following other celestial mechanicians of the period, Poincaré sought a transforma-
tion of variables that would reduce the degrees of freedom in a three-body problem. He
tried to find transformations that were linear and canonical, and for which the equation
of areas (angular momentum) was preserved. He formulated the three-body problem
as follows.

Let A, B, and C be three bodies whose coordinate are: A: (x1, x2, x3), B: (x4, x5, x6),
C: (x7, x8, x9). Themass ofA is denotedm1 = m2 = m3; the mass of B,m4 = m5 = m6;
and the mass of C, m7 = m8 = m9. The momentum components are then pi = mi

dxi
dt .

The canonical Eq. (166) consists of 18 equations. Consider a transformation from the
variables xi, yi to the new variables xi

′, yi
′. Poincaré asserted that the canonical form

of (166) will be preserved in the new variables if and only if the following differential
form is exact:

∑
x ′

i dy′
i −
∑

xidyi . (196)

If the integrating function for this form is S = S
(
yi , y′

i

)
then the exactness condition

implies that,

xi = − dS

dyi
, xi

′ = dS

dy′
i
, (197)

which is the same condition (169) he had given in 1892.
It is not clear why Poincaré here adopted the terminology of exact forms rather

than the generating functions he had used in 1892. A possible advantage of expressing
the condition that the transformation is canonical using an exact form is that the
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coefficients in the form show the relations involving partial derivatives which connect
the old and newvariables. There also seems to have been a tendency among researchers
to develop dynamics using ideas from differential geometry, and Poincaré’s approach
was in keeping with this approach.

Poincaré in the paper went on to examine in some detail canonical transformations
with particular properties related to angular momentum and the centre of gravity of
three bodies, but we will not follow him in these investigations.

6.4 Themature theory: volume three of theMéthodes nouvelles (1899)

6.4.1 Proof (1899) of Jacobi’s transformation theorem

In 1896 Poincaré published a short paper that analyzed the properties of periodic
solutions of the three-body problem using the principle of least action. The paper
examined the existence of such solutionswhen the force law is an inverse cube or higher
power of the mutual distances. Poincaré introduced what he called the Hamiltonian
action

J =
∫ t

t0
(T + U )dt (198)

where T is the kinetic energy and U is minus the potential energy (T + U is the
Lagrangian, a term not used by Poincaré). The assertion that J is a minimum is what
Poincaré called the principle of least action and what modern writers call Hamilton’s
principle.

Chapter 29 of Volume 3 of Les Méthodes nouvelles (1899) contains a derivation of
Jacobi’s theorem on canonical transformations from Hamilton’s principle. Although
some of the ideas had arisen several years earlier in volume one, the approach adopted
here is more rigorous and better grounded in basic variational theory.

We have given the variables xi and yi (i = 1, …, n) and a function F of these
variables. Poincaré introduced the action integral J ,

J =
∫ t1

t0

(
−F +

∑
yi
dxi

dt

)
dt (199)

(In the usual dynamical case the integrand in the integral on the right of (199) is
simply the Lagrangian T + U.) The variation of J is

δ J =
∫ t1

t0

(
−δF −

∑
δyi

dxi

dt
−
∑

yi
dδxi

dt

)
dt . (200)

Poincaré asserted that in order for the variation of J to vanish it is necessary that
the canonical Eq. (166) hold:

dxi

dt
= dF

dyi
,
dyi

dt
= −dF

dxi
. (201)
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In fact, the latter are simply the standard Euler–Lagrange variational equations
corresponding to the integrand in (199), regarded as a function of the 2n variables
xi and yi and their derivatives. It is a basic theorem of the calculus of variations that
(166) follow from the condition δJ = 0. It is not clear whether Poincaré expected the
reader to derive these equations directly from (200), or if he was assuming that the
reader was familiar with the variational theorem. (Indeed, it is not entirely clear if he
himself was thinking of the theorem.) Rather surprisingly, this seems to have been the
first time (201) were derived in this simple and natural way.

Poincaré proceeded to give proof of Jacobi’s transformation theorem. One has a
change of variables from xi and yi to x ′

i and y′
i . The new and old variables are connected

using the generating function S = S(xi , x ′
i ) by means of the exact differential identity

∑
y′

i dx ′
i −
∑

yidxi = d S. (202)

Poincaré set

J ′ =
∫ t1

t0

(
−F +

∑
y′

i
dx ′

i

dt

)
dt . (203)

From (199), (203) and (202) we deduce that

J ′ − J =
∫

dS

dt
dt = St1 − St0 . (204)

Hence there follows

δ J ′ = δ J + [δS]t=t1
t=t0 (205)

It is supposed in the variational process that δxi = 0 at t0 and t1 and so we have
[δS]t=t0

t=t1 = 0. Hence it follows from (205) and δJ = 0 that δJ′ = 0. The Euler–Lagrange
variational equations corresponding to δJ′ = 0 are evidently:

dx ′
i

dt
= dH

dy′
i
,

dy′
i

dt
= −dF

dxi
(206)

and the transformation is canonical.
After some discussion of the theory when the limits t0 and t1 are variable, Poincaré

turned to the primary dynamical case whereF = T − U. T is a second-degree homoge-
nous function in the variables yi and U is a function of xi. Poincaré stated that from
Hamilton’s principle it follows that the integral

∫ t1

t0
(T + U )dt (207)
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is a minimum. Poincaré denoted the Lagrangian T + U by H and wrote Lagrange’s
equations in the form51

d

dt

∂ H

∂x ′
i

= ∂ H

∂xi
. (208)

In this context, Poincaré introduced the idea of a kinetic focus and applied it to the
investigation of periodic solutions using ideas from his papers of 1896 and 1897. In
the calculus of variations, a conjugate point is the point at which the second variation
is equal to zero and marks the limiting value at which there is no longer an actual
extremum, but simply a stationary solution to the variational equations. “Kinetic focus”
was the name for the conjugate point in problems in variational dynamics. Although
not directly related to the theory of transformations as such, Poincaré’s interest in this
subject is indicative of the prominent place at this time of the calculus of variations in
his dynamical researches.

6.4.2 Comparison of Jacobi and Poincaré

It is of interest to compare Jacobi’s proof of the transformation theorem (set out above in
Sect. 3.7.2) with Poincaré’s 1899 derivation of the same result. Jacobi did not explain
how he came up with the method of generating functions for producing canonical
transformations; the genesis of his ideas is unknown. In his account, the theorem is a
result about differential equations and involves no appeal to anything in the calculus
of variations, whether the latter is viewed as the study of optimization or simply as a
formal subject involving the analytical comparison of families of functions. Jacobi’s
proof deploys the operations of ordinary and partial differentiation and nothing more
than these. A restriction on Jacobi’s result was the time independence of the generating
function, required in the proof. (In 1907 Charlier would make the necessary additions
to Jacobi’s proof to extend it to time-dependent generating functions.)

By contrast, Poincaré’s derivation uses variational ideas and laws at a fundamen-
tal level. There is an underlying family of comparison functions and a process of
continuous variation from one functional curve to another. The motion of the sys-
tem is governed by a variational principle. The structural character of the proof gives
it a deceptive simplicity that is lacking in Jacobi’s algorithmic and direct approach.
Poincaré’s proof also allowed for time-dependent generating functions. It is the sim-
plicity of Poincaré’s proof that accounts for its popularity inmodern textbook literature,
where it typically appears as something that has arisen from the general contemplation
of the subject; there is never any indication that it was Poincaré’s invention.52

51 It should be noted that the symbol “’∂” as it was understood by Poincaré is not quite the partial derivative
in the modern sense. Assume we have the function f(x,y) and the function g(x,x ′), where x ′ = dx

dt is the time

derivative of x. Poincaré wrote the partial derivative of f with respect to x as d f
dx and the partial derivative

of g with respect to x as ∂g
∂x . The “∂ rond” is used when x occurs in an expression that also contains x’ but

the “d” is used otherwise.
52 In his excelllent introduction to the revised English translation of VolumeOne of Les méthodes nouvelles
(that also extends to later aspects of Poincaré’s work), Daniel Goroff (1993, I26-27) presents Poincaré’s
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6.5 Poincaré’s Leçons demécanique céleste (1905)

In his three-volume Leçons de mécanique céleste (1905–1909) Poincaré published
another systematic account from a mathematical viewpoint of celestial mechanics. In
the introduction to this work he compared it to his earlier Méthodes nouvelles and to
Félix Tisserand’s multi-volume Traité de mécanique céleste (1889–1896). He stated
that in comparison to the Méthodes nouvelles, the Leçons would be more expository
and less focused on a detailed study of technical questions such as convergence.
However, the work still included subjects primarily of mathematical interest. For
readers who were concerned with astronomical details he recommended Tisserand’s
work.53 He also emphasized that he would not attend to historical aspects of the
development of celestial mechanics, an aspect again said to be covered by Tisserand.

6.5.1 Jacobi’s transformation theorem

Poincaré’s account of mechanical principles and equations is set out in the first chapter
of volume one (1905) of the Leçons. Here he provided a more detailed investigation of
the theory related to Jacobi’s transformation theorem that he had presented in 1892 at
the beginning of volume one of his Méthodes nouvelles. He neglected his influential
development of the theory in 1899 in volume 3, as if the latter had never existed. The
proof he develops of the transformation theorem is different from the one six years
earlier.

Poincaré first considered 2n variables x1, . . . , xn, y1, . . . , yn and a function F of
these variables. We are given the canonical equations

dxi

dt
= dF

dyi
,

dyi

dt
= −dF

dxi
. (209)

The solution of these equations gives xi and yi (i = 1, . . . n) as functions of t and
2n constants of integration α1, α2, …, α2n. In the derivation, he would make use
of differentiation with respect to the constants of integration αk . It should be noted
that differentiation with respect to αk corresponds to the δ operation Poincaré had
employed in 1892 in section five of Méthodes nouvelles, discussed above in Sect.
6.2.1.54

At this point, Poincaré began to write in terms of x and y, where these variables
(without subscripts) stand in for xi and yi (i = 1, …, n). He set down the identity

d

dt

∑
x
dy

dαk
− d

dαk

∑
x
dy

dt
=
∑ dx

dt

dy

dαk
−
∑ dy

dt

dx

dαk
, (210)

Footnote 52 continued
1899 derivation of Jacobi’s theorem on canonical transformations. However, Goroff does not point out that
the proof is seldom if ever attributed to Poincaré in modern textbooks.
53 For a modern account of one of Tisserand’s (1896) results in his investigation of the three-body problem
see Murray and Dermott (2012, 71–73).
54 For example, Eq. (6.7) from Méthodes Nouvelles becomes Eq. (6.45) in the Leçons.
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where the summation is taken over x and y and k = 1, 2, …, 2n. (210) follows from
the identity

d

dt

dy

dαk
= d

dαk

dy

dt
. (211)

Now

dF

dαk
=
∑ dF

dy

dy

dαk
+
∑ dF

dx

dx

dαk
. (212)

From (212) and (227) it follows that

dF

dαk
=
∑ dx

dt

dy

dαk
+
∑

−
(
dy

dt

)
dx

dαk
. (213)

From (210) and (213) we have

d

dt

∑
x
dy

dαk
− d

dαk

∑
x
dy

dt
= dF

dαk
. (214)

The 2n Eq. (214) follow from the 2n canonical Eq. (166).
Conversely, assume the system of Eq. (214) hold. Then it follows from (211) and

(212) that

∑(
dx

dt
− dF

dy

)
dy

dαk
−
∑(

dy

dt
+ dF

dx

)
dx

dαk
= 0, (215)

for k = 1, …, 2n. These 2n equations are linear with respect to the 2n unknowns

dx

dt
− dF

dy
,−
(
dy

dt
+ dF

dx

)
. (216)

Poincaré (1905, 3) asserted “the determinant of these 2n equations (215) which is
nothing but the functional determinant of x and ywith respect toα cannot be identically
zero.”Hence the systemof canonical Eq. (227) follows from (215). Poincaré concluded
that the system of Eq. (227) is fully equivalent to the system of Eq. (214).

Poincaré proceeded to state and prove Jacobi’s transformation theorem.Weconsider
a transformation from x, y to the new variables x′, y′, defined in terms of the exact
form55

∑
x ′dy′ −

∑
xdy = d S. (217)

55 (6.50) evidently expresses the fact that the generating function S is a function of y and y’ and that the
following relations hold.

∂S

∂ y
= −x,

∂S

∂ y′ = x ′.
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Poincaré asserted that the Eq. (227) expressed in terms of the new variables will
take the canonical form

dx ′
i

dt
= dF

dy′
i
,
dy′

i

dt
= −dF

dx ′
i
. (218)

Hence the transformation from x, y to x′, y′ preserves the canonical form of (227).
To prove this result Poincaré derived from (217) the two equations

∑
x ′ dy′

dαk
−
∑

x
dy

dαk
= dS

dαk
, (219)

∑
x ′ dy′

dt
−
∑

x
dy

dt
= dS

dt
.

Using the equality d
dt

dS
dαk

= d
dαk

dS
dt we obtain from (219) the identity

d

dt

∑
x
dy

dαk
− d

dαk

∑
x
dy

dt
= d

dt

∑
x ′ dy′

dαk
− d

dαk

∑
x ′ dy′

dt
. (220)

From (214) and (220) there follows

d

dt

∑
x ′ dy′

dαk
− d

dαk

∑
x ′ dy′

dt
= dF

dαk
. (221)

According to the result Poincaré had proved earlier, the validity of (221) is equiv-
alent to the validity of the canonical Eq. (218).

As we noted above, Poincaré’s proof here of the transformation theorem is different
from his proof in 1899 (see Sect. 6.4.1 above). In the latter, variational laws played
a fundamental role and the canonical equations in the transformed variables were
obtained from Hamilton’s principle, where they appeared as the Euler–Lagrange vari-
ational equations. The 1905 result, first presented in outline form in 1892, evidently
expresses Poincaré’s original line of thinking about the transformation theorem. It is
direct if somewhat involved proof with no reference to variational theory, and in this
respect is similar to the ones of Jacobi and Donkin.56

6.5.2 Point transformations are canonical

In this section and the next two, we look at the different ways that Poincaré deployed
the transformation theorem to arrive at significant dynamical results. The derivations
are original and not altogether typical of how the same results are obtained today and
are noteworthy for this reason.

56 Modern textbooks standardly derive Jacobi’s transformation theorem using the 1899 proof. However, an
exception is ter Haar (1964, 99–100), where the derivation follows the ideas of Poincaré (1905), although ter
Haar’s account is less rigorous and complete than Poincaré’s. Another exception is Brouwer and Clemence
(1961, 531–533) whose proof bears some similarities to those of Jacobi (1866b) and Charlier (1907).
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In Sect. 7 Poincaré considered a free system in space of n/3 particles, and designated
the coordinates of the bodies of the system by xi, so that i goes from 1 to n. We have
m1 = m2 = m3, m4 = m5 = m6 and so on. The kinetic energy T and the potential
energy U are introduced (Poincaré’s terms!), and one obtains the total energy F = T
+ U. (The notation has changed here from the Méthodes nouvelles (1899), where U
was minus the potential energy and the total energy was F = T − U.) We introduce
the variable yi defined as yi = mi

dxi
dt . The kinetic energy T is given as

T = 1

2

∑
mi

(
dxi

dt

)2

. (222)

Written in term of yi (222) becomes

T = 1

2

∑ y2i
mi

. (223)

It follows that

dT

dyi
= yi

mi
= dxi

dt
. (224)

Also we have the force equation

mi
d2xi

dt2
= −dU

dxi
, (225)

which may be rewritten as

dyi

dt
= −dU

dxi
. (226)

In the total energy F = T + U, T is a function of x ′
i alone and U is a function of

xi alone. Hence dF
dxi

= dU
dxi

and dF
dyi

= dT
dyi

. Thus Eq. (224) and (170) become

dxi

dt
= dF

dyi
,
dyi

dt
= −dF

dxi
, (227)

and the differential equations of the system are canonical.
In Sect. 8 Poincaré examined a change of variables from x1, x2, . . . , xn to a new

set of coordinates q1, q2, . . . , qn , where the old and new coordinates are related by
the equations

xi = ϕi (q1, q2, . . . , qn). (228)

Such a transformation is known in the modern subject as a point transformation.
The derivatives dxi

dt and dqi
dt of xi and qi are now designated as dxi

dt = x ′
i and

dqi
dt = q ′

i .
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(This is a departure from Poincaré’s practice elsewhere in the Leçons and his other
works, where the prime notation is used to denote the transform of a variable.) The
conjugate variable pi is defined as

dT

dq ′
i

= pi . (229)

Poincaré showed that Eq. (166) expressed in terms of the new variables qi and pi

remain canonical. It follows that Hamilton’s equations hold for any set of coordinate
variables qi related to xi by Eq. (228). Put another way, point transformations are
canonical. This result had been proved by Donkin (1855, Sects. 69–70) in a somewhat
different way fifty years earlier (see our account above in Sect. 4.3.2).

Poincaré’s proof begins with the identity

dxi =
∑ dϕi

dqk
dqk, (230)

or

x ′
i =

∑ dϕi

dqk
q ′

k . (231)

Poincaré posited an increment dq′ in which q′ is varied but q remains constant and
reasoned that x (which depends only on q) will not vary, but x′ will vary and there will
result an increment dx′. Hence we obtain from (231) the equation

dxi
′ =

∑ dϕi

dqk
dqk

′. (232)

There is the general identity

dT =
∑ dT

dq ′ dq ′ =
∑ dT

dx ′ dx ′, (233)

or

∑
pdq ′ =

∑
ydx ′. (234)

Comparing (230) and (232), Poincaré inferred that dx′ has the same relation to dq′
as dx has to dq. Hence in the identity (234) we can replace dx′ by dx and dq′ by dq
and obtain

∑
pdq =

∑
ydx . (235)

This equation may in turn be re-expressed in the form

∑
qdp −

∑
xdy = d

(∑
pq −

∑
yx
)
. (236)
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Equation (236) is an exact differential with generating function given in terms of y
and p. Poincaré concluded that the change of variables from xi, yi to qi, pi is canonical
and we have

dqi

dt
= dF

dpi
,
dpi

dt
= −dF

dqi
. (237)

6.5.3 Jacobi’s integration theorem obtained from a canonical transformation

In the three volumes of theMéthodes nouvelles Poincaré never actually proved Jacobi’s
integration theorem (“Jacobi’s first theorem”), despite the prominent place of this
result in his development of the theory. In Sect. 10 of the Leçons, he derived it for
conservative systems by means of a canonical transformation. This form of proof
would become standard in later textbooks, particularly among physicists, although
one also finds in the modern literature the older derivation going back to Jacobi’s
(1837a) early published findings in the theory.57

We are given the function F = F(xi, yi). Let S be an unknown function, implicitly
taken to be a function of x1, x2, . . . , xn . Replace yi by dS

dxi
in F. We set the result equal

to a constant and obtain the Hamilton–Jacobi partial differential equation in S and xi :

F

(
xi ,

dS

dxi

)
= const, (238)

which Poincaré called simply “Jacobi’s equation.”
Poincaré considered what he called a “particular” solution S to (238) containing

the n arbitrary constants β1, . . . , βn . (S is today more commonly called a complete
solution.) The constant on the right in (238) is then a function ϕ of these n quantities
and this equation becomes

F

(
xi ,

dS

dxi

)
= ϕ(β1, β2, . . . , βn). (239)

S is a function of xi and βi . Hence, we have

d S =
∑ dS

dx
dx +

∑ dS

dβ
dβ. (240)

We now posit the following relations:

dS

dxi
= yi ,

dS

dβi
= γi . (241)

57 Courant andHilbert (1962, 107–109, 129–131) give both proofs of Jacobi’s integration theorem. Gelfand
and Fomin (1963, 91–93) also give both proofs.
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Equation (241) gives 2n relations among the four variables xi , yi , βi , γi . They allow
us to express βiandγi as functions of xi , yi , and conversely, to express xi and yi as
functions of βiandγi .

Combining (240) and (241) gives

d S =
∑

ydx +
∑

γ dβ, (242)

or,

∑
γ dβ −

∑
xdy = d

(
S −

∑
xy
)
, (243)

which is an exact differential. Equation (243) gives rise to a change of variables from
x, y to β, γ . By Jacobi’s transformation theorem this change of variables is canonical.
Hence we have the equations

dγi

dt
= dF

dβi
,
dβi

dt
= −dF

dγi
. (244)

From (239), Eq. (244) reduce to

dγi

dt
= dϕ

dβi
,
dβi

dt
= 0. (245)

Hence, we find that the βi are constant and so the dϕ
dβi

are also constant. It follows
that (245) integrates to

βi = constant, γi = dϕ

dβi
t + ωi , (246)

where the ωi are n new constants of integration. A solution to the original canonical
Eq. (227) is obtained by substituting (246) into (241) which leads to the desired
expressions for xi and yi .

Poincaré’s solution is (setting aside matters of presentation) the same as the one
given in Jacobi (1866b, 467–468) in Sect. 41 of his Ueber diejenigen Probleme (dis-
cussed by us in Sect. 3.7.2). There is no indication that Poincaré had read Jacobi; he
appears to have learned about the theorem from its statement in Tisserand (1868) and
Tisserand’s later writings; the proof was apparently his own invention. It should be
noted that from the viewpoint of Hamilton–Jacobi theory the proof is a fairly natural
one.

6.5.4 Changes of variables that involve the time

In his writings on mechanics up to 1905 Poincaré restricted his attention to functions
F = F(xi, yi) that are independent of time. (He did not in any of his writings use the
modern name Hamiltonian for F.) However, in Sect. 12 of the Leçons he generalized
his analysis to the case where time is an explicit variable in F, a problem that leads
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for transformations to the consideration of generating functions that contain the time.
Poincaré’s idea was to reduce the case of time-dependent functions F to the theory
developed earlier by regarding time formally as another dependent variable in the
problem.

The function F under consideration is a function of xi , yi and the time t:
F(xi , yi ; t). We introduce the new variable u = t. Consider the modified function
F’:

F ′ = F(xi , yi ; u) + v. (247)

Here v may be regarded as a variable that is conjugate to u, in the same way that
the xi are conjugate to yi (Poincaré does not use the word “conjugate.”) In addition
to xi , yi we now have the two auxiliary dependent variables u and v. The canonical
equations corresponding to xi , yi , u, v are

dx
dt = dF ′

dy ,
dy
dt = − dF ′

dx ,

du
dt = dF ′

dv , dv
dt = − dF ′

du .

(248)

Because dF
dx = dF ′

dx and dF
dy = dF ′

dy Eq. (248) are simply the original canonical

Eq. (227). The first equation in (248) gives du
dt = 1 and so u = t, as assumed. The

second equation in (248) leads to the equation

F(xi , yi ; u) + v = constant. (249)

Consider nowa change of variables from xi , yi , t to xi
′, yi

′, t . (Poincaré has returned
to his normal practice of using the prime symbol to denote the transform of a variable.)
Suppose that the following exact differential identify holds:

∑
x ′dy′ −

∑
xdy = d S + W dt, (250)

where dS is an exact differential and W is a function of x, y and t (or alternatively of
x′, y′ and t). Setting v′ = v + W and replacing t by u in (250) we obtain

(∑
x ′dy′ + udv′)−

(∑
xdy + udv

)
= d(S + uW ). (251)

Consider now a change from the variables xi , yi , u, v to x ′
i , y′

i , u, v′. By Jacobi’s
theorem on canonical transformations, the validity of (251) implies that the canonical
Eq. (248) expressed in terms of x ′

i , y′
i , u, v′ remain canonical. Now F′ = F + v = F

+ v′ − W . Hence

dF ′

dx ′ = d(F − W )

dx ′ ,
dF ′

dy′ = −d(F − W )

dy′ , (252)
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where we have used the fact that the partial derivatives
d(v′)
dx ′ and

d(v′)
dy′ are zero. The

canonical Eq. (6.80a) are therefore given as

dx ′

dt
= d(F − W )

dy′ ,
dy′

dt
= −d(F − W )

dx ′ . (253)

(Note that from (250) we have (in modern notation) W = − ∂S
∂t , and so the trans-

formed Hamiltonian (to use the modern term) takes the form F + ∂S
∂t .)

Poincaré concluded the section by showing how the Hamilton–Jacobi equationmay
be introduced using the original canonical Eq. (248). As noted above, Eq. (249) follows
from (6.80b). We now set

dS

dxi
= yi ,

dS

du
= v, (254)

and substitute into (249), obtaining

F

(
xi ,

dS

dxi
, u

)
+ dS

du
= constant. (255)

Replacing u by t in (255) we arrive at Jacobi’s equation (the H–J equation) for
time-dependent functions F:

F

(
xi ,

dS

dxi
, t

)
+ dS

dt
= constant. (256)

7 Charlier: bracket methods (1902) and generating functions (1907)

Carl Charlier’s two-volumeworkDie Mechanik der Himmels (1902, 1907) contributed
substantially to the theory of canonical transformations. Working partly from Jacobi
(1866a, b), Charlier also drew on Poincaré’s writings and those of other researchers.
A notable aspect of his research that distinguished it from his contemporaries was
the use of Hamilton–Jacobi theory to investigate conditionally periodic motions. In
particular, Charlier employed separability methods to integrate the Hamilton–Jacobi
partial differential equation, drawing on some results of Paul Stäckel (1893). German
physicists in the decade following 1907 took note of this part of Charlier’s work,
a development that contributed to the adoption of Hamilton–Jacobi methods in the
old quantum theory. (See Hund (1974, 86–88), Darrigol (1992, 110–111), Mehra and
Rechenberg (1982, 228) and Shore (2003).)

7.1 Canonical Substitutions (1902)

In 1900 the theory of the variation of constants remained a prominent subject in the
analysis of planetary motion. The theory was taken up and investigated in some detail
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by Charlier in Chapter 6 “Perturbation theory” of Die Mechanik der Himmels (1902).
Here he introduced canonical transformations in a way that was different from Jacobi.
At this point, Charlier used the word “substitution” rather than “transformation” and
employed the bracket methods originally developed in the French school. Jacobi’s
notion of a generating function did not appear in the theory that he developed.

In the first section of chapter 6, Charlier (1902, 289—296) investigated substitutions
or transformations which preserve the canonical form of the dynamical equations. The
latter are given in the form

dxi

dt
= ∂ F

∂ yi
,
dyi

dt
= − ∂ F

∂xi
(i = 1, 2, . . . , n) (257)

where F = F(x1, . . . , xn, y1, . . . , yn, t). The variables xi , yi are connected to a sec-
ond set of variables ξi , ηi by the relations

xi = fi (ξ1, . . . , ξn; η1, . . . , ηn), yi = gi (ξ1, . . . , ξn; η1, . . . , ηn). (258)

The goal is to find conditions so that the transformed equations are also canonical:

dξi

dt
= ∂ F

∂ηi
,
dηi

dt
= −∂ F

∂ξi
(i = 1, 2, . . . , n) (259)

Charlier introduced the bracket designation

[a, b] =
n∑

s=1

(
∂a

∂xs

∂b

∂ ys
− ∂a

∂ ys

∂b

∂xs

)
(260)

which is the Poisson bracket of a and b, although Charlier did not use this term. He
first presented the identity

dξi

dt
=

n∑
s=1

(
∂ξi

∂xs

dxs

dt
+ ∂ξi

∂ ys

dys

dt

)
=

n∑
s=1

(
∂ξi

∂xs

∂ F

∂ ys
− ∂ξi

∂ ys

∂ F

∂xs

)
= [ξi , F]. (261)

Since

∂ F

∂ ys
=

n∑
k=1

(
∂ F

∂ξk

∂ξk

∂ ys
+ ∂ F

∂ηk

∂ηk

∂ ys

)
,

∂ F

∂xs
=

n∑
k=1

(
∂ F

∂ξk

∂ξk

∂xs
+ ∂ F

∂ηk

∂ηk

∂xs

)
(262)

we have the identity

∂ξi

∂xs

∂ F

∂ ys
− ∂ξi

∂ ys

∂ F

∂xs
=

n∑
k=1

∂ F

∂ξk

(
∂ξi

∂xs

∂ξk

∂ ys
− ∂ξi

∂ ys

∂ξk

∂xs

)
+

n∑
k=1

∂ F

∂ηk

(
∂ξi

∂xs

∂ηk

∂ ys
− ∂ξi

∂ ys

∂ηk

∂xs

)

(263)
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Then, from (261) one obtains

dξi

dt
= [ξi , F] = [ξi , ξ1]

∂ F

∂ξ1
+ · · · + [ξi , ξn]

∂ F

∂ξn
+ [ξi , η1]

∂ F

∂η1
+ · · · + [ξi , ηn]

∂ F

∂ηn
.

(264)

Similarly we find that

dηi

dt
= [ηi , F] = [ηi , ξ1]

∂ F

∂ξ1
+ · · · + [ηi , ξn]

∂ F

∂ξn
+ [ηi , η1]

∂ F

∂η1
+ · · · + [ηi , ηn]

∂ F

∂ηn
. (265)

It is evident from definition (260) that for all i, [ξi , ξi ] = [ηi , ηi ] = 0. Suppose
also that the following conditions are satisfied:

[ξi , ξr ] = 0, [ηi , ηr ] = 0, [ξi , ηr ] = 0(i �= r), [ξi , ηi ] = +1(i, r = 1, 2, . . . , n).

(266)

Then it follows that Eqs. (264) and (265) reduce to (259) and the given change
of variables is canonical. Equation (266) are conditions that give rise to a canonical
transformation.

Brackets were employed in this way by Desboves (1848), and Jacobi (1866b),
although these authors considered Lagrange rather than Poisson brackets. Jacobi had
used bracket methods in his proof of Lagrange’s fundamental identity and in his
theorem on canonical elements. (See Sect. 3.7.1 above). The derivation of canoni-
cal transformations by means of bracket methods would be taken up by some later
authors, including Rademacher and Iglisch (1925) and Brouwer and Clemence (1961,
Chapter XVII). The disadvantage of this approach is that it requires looking at a given
transformation and then checking if it satisfies the requisite conditions to confirm that
it is canonical. By contrast, the method of generating functions enables one to obtain
a canonical transformation by taking any function whatsoever as the generator.

Charlier proceeded to give some examples of canonical substitutions that were
useful in the theory of perturbations. The first example is the simplest and involves
the Delaunay variable elements (L, G, H, l, g, h) (see Sect. 5.2). A change of variables
beginning with these elements was reasonably standard in the literature and appeared
for example in Brown (1896a, b, 134).58 The Delaunay elements satisfy the canonical
equations

dL
dt = dF

dl , dl
dt = dF

dL

dG
dt = dF

dg ,
dg
dt = dF

dG

dH
dt = dF

dh , dh
dt = dF

dH

. (267)

58 Charlier did not give any references to the literature.
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Charlier transformed these elements to a new set (Λ, Γ , Z , λ, γ , z) by means of the
relations

� = L, � = L − G, Z = G − H

λ = l + g + h, γ = −g − h, z = −h
. (268)

In terms of the notation above, we have x1 = L, x2 = G, x3 = H, y1 = l, y2 = g,
y3 = h and ξ1 = �, ξ2 = �, ξ3 = Z, η1 = λ, η2 = γ, η3 = z. Then [ξi , ξr ] = 0
because ξi , ξr are given only in terms of the xj and so

∂ξ j
∂ yk

= 0 for all j and k. Similarly,

[ηi , ηr ] = 0 because ηi , ηr are given only in term of yj and so
∂η j
∂xk

= 0 for all j and

k. A simple calculation shows further that
[
ξi , η j

] = 0 if i �= j and [ξi , ηi ] = 1 for
all i. Hence conditions (266) are satisfied and the transformation from (L, G, H, l,
g, h) to (Λ, Γ , Z , λ, γ , z) is canonical. Charlier concluded his discussion by giving
expressions for (Λ, Γ , Z , λ, γ , z) in terms of the elliptical orbital elements.59

Charlier andPoincaré before him recognized that canonical transformations provide
an effective tool for generating new sets of variable elements in a form suitable for
orbital analysis. Charlier next transformed the elements (Λ, Γ , Z , λ, γ , z) to a new set
(Λ, ξ , p, λ, η, q) given as

� = �, ξ = √
2� cos γ, p = √

2Z cos z
λ = λ, η = √

2� sin γ, q = √
2Z sin z

. (269)

Poincaré (1892, 18) had presented a similar example (see Eq. (183) above). A
calculation reveals that [ξ, ξ ] = 0, [η, η] = 0. Furthermore

[ξ, η] = ∂ξ

∂�

∂η

∂γ
− ∂ξ

∂γ

∂η

∂�

= 1√
2�

cosγ • √
2�cosγ − √

2�(−sinγ ) • 1√
2�

sinγ

= cos2γ + sin2γ = 1 (270)

Similarly, we find that [p,p] = [q,q] = 0 and [p,q] = 1. Hence conditions (266) are
satisfied and the transformation (269) is canonical.

Charlier referred to (Λ, ξ , p,λ, η, q) as Poincaré elements because they had been first
introduced by Poincaré (1892, Sect. 12); they are known by this name in the modern
subject (Brouwer and Clemence 1961, 540). Goroff (1993, 125) suggests that Poincaré
selected these elements because they are advantageous when the eccentricities and
inclinations of the planets are small. Poincaré had transformed the elements using
trigonometric functions and inferred that the resulting transformations were canonical

59 The expressions for the Delaunay elements in terms of the elliptical orbital parameters were given in note
39 above. Charlier provided a similar set of expressions for the new element set; wewill not follow him in his
subsequent detailed investigation of perturbed planetarymotion. This particular canonical transformation of
the Delaunay elements appears inmodern textbooks, for example Brouwer and Clemence (1961, 539–540)..
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based on his discussion in Chapter 1 Sect. 6, which, however, did not include a proof.
Having proved that (Λ, ξ , p, λ, η, q) are canonical Charlier expressed these quantities
in terms of the elliptical orbital elements and used the resulting expressions in further
investigations of perturbation theory.

7.2 Charlier’s development of the Jacobi transformation theory (1907)

7.2.1 Jacobi’s theorem on canonical transformations

In the secondvolumeMechanik des Himmels (1907),Charlier again tookup the topic of
changes of variables that preserve the canonical form of the dynamical equations. Here
he explicitly used the term “transformation” rather than “substitution” and developed
the theory in terms of generating functions, what he called “transformation functions”
(Charlier 1907, 335). He referred to Jacobi’s (1866b) Ueber diejenigen Probleme and
cited the republication of this treatise in Jacobi’s Werke (Volume 5).60 He even pro-
duced within quotation marks what is ostensibly the original statement of Jacobi’s
Theorem X from that treatise. Nevertheless, in “quoting” Jacobi he altered slightly
what was written, replacing Jacobi’s variable constants by dynamical variables and
replacing terms such as “Element” by “Grösse”. (Jacobiwrote “…drückt die Störungs-
fonction H1 durch t und diese neuen Elemente α1

′, α2
′, . . . , αm

′, β1
′, β2

′, . . . , βm
′

aus”, which Charlier quoted as “… drückt H durch t und diese neuen Grössen
ξ1, ξ2, . . . , ξm, β1, β2, . . . , βm aus”.)

In Charlier’s notation, we have the variables xi , yi and the canonical equations

dxi

dt
= ∂ H

∂ yi
,
dyi

dt
= −∂ H

∂xi
(i = 1, 2, . . . , m). (271)

A second set of variables ξi , ηi is connected to xi , yi by the relations

∂ψ

∂xi
= yi ; ∂ψ

∂ξi
= −ηi (i = 1, 2 . . . , m), (272)

where the generating function ψ is given as

ψ = ψ(x1, x2, . . . , xm; ξ1, ξ2, . . . , ξm). (273)

Expressing H as a function of ξi , ηi it follows that we have

dξi

dt
= ∂ H

∂ηi
,
dηi

dt
= −∂ H

∂ξi
(i = 1, 2, . . . , m), (274)

and the transformation is canonical.

60 It is noteworthy that references by authors from around 1900 to Jacobi’s Vorlesungen and Ueber diejeni-
gen Probleme are to the editions of these works published in Jacobi’s Gesammelte Werke in 1886 and 1890
respectively, rather than to the original volume published in 1866. It suggests that the publication of the
collected works may have led in the 1890s to a renewed interest in Jacobi’s work.
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Charlier (1907, 334–338) followed Donkin (who is not cited)61 in extending
Jacobi’s result to generating functions that contain the time:

ψ = ψ(x1, x2, . . . , xm; ξ1, ξ2, . . . , ξm, t). (275)

The Hamiltonian H is transformed to R where

R = H + ∂ψ

∂t
, (276)

and the canonical Eq. (274) become

dξi

dt
= ∂ R

∂ηi
,
dηi

dt
= −∂ R

∂ξi
(i = 1, 2, . . . , m). (277)

The proof, which we will not give, was the same as Jacobi’s described by us above
in Sect. 3.7.2 suitably extended to encompass this more general case. As we noted in
Sect. 3.7.2, Jacobi’s proof was a natural one, formulated as a result about differen-
tial equations. Charlier’s Mechanik was in the twentieth century one of the standard
reference works for mathematical methods of celestial mechanics. His adoption and
extension of Jacobi’s proof ensured its place in the heritage of modern dynamical
analysis.”

7.2.2 Intermediate orbits and Jacobi’s theorem on canonical elements

Charlier (1907, 339–340) next showed how canonical transformations may be used
to go from an approximate solution to a problem of planetary motion to a solution of
the orbit itself. We have a primary orbit with Hamiltonian H and an intermediate orbit
with Hamiltonian H1. The notion of an intermediate orbit as a formal concept had been
introduced by Hugo Gyldén (1885), and was adopted by celestial mechanicians in the
decades which followed ((Poincaré 1893, 223–224) and Whittaker (1899, 142–143)),
but appears to have fallen out of use in the modern subject. The intermediate orbit
is in an approximation to the actual orbit, the latter being obtained from the former
through a process of perturbation. The key idea is that the solution to the intermediate
orbit is more tractable. Taking a solution to the differential equations for this orbit and
applying a canonical transformation one obtains the solution for the actual orbit.

The Hamilton–Jacobi equation for the intermediate orbit is

0 = ∂V

∂t
+ H1

(
x1, x2., . . . , xm; ∂V

∂x1
,

∂V

∂x2
, . . . ,

∂V

∂xm
, t

)
, (278)

61 There are some points of similarity between Charlier’s work and the memoirs from the 1850s of Donkin
– in choice of notation, the extension of generating functions to time-dependent functions, the use of Poisson
square brackets and the division of generating functions into four types. Donkin’s memoirs had appeared in
the Philosophical Transactions, the premier English-language scientific journal in the nineteenth century.
However, Charlier did notmentionDonkin andmay not have read his papers. Charlier’s proof of the theorem
on canonical transformations followed Jacobi rather than Donkin.
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where the principal function is

V = V (x1, x2, . . . , xm; t), (279)

and H1 is the Hamiltonian for the intermediate orbit. A complete solution of (278) is
given in the form

V = V (x1, x2, . . . , xm;α1, α2, . . . , αm; t) (280)

with arbitrary constants α1, α2, . . . , αm . Referring tacitly to Jacobi’s integration the-
orem, Charlier (1907, 338) wrote that it is known that xi and yi are given by the
equations

∂V

∂xi
= yi ,

∂V

∂αi
= −βi , (i = 1, . . . , m) (281)

involving the constants α1, α2, . . . , αm and the m additional arbitrary constants
β1, β2, . . . , βm . Charlier had in fact proved this theorem in Volume 1 of Die Mechanik
die Himmels (1902, 62–66) in essentially the same way as Jacobi (1837a).

Although V was derived for the intermediate orbit, Charlier’s next step was to use
it as a generating function that defines a canonical transformation for the primary
orbit with Hamiltonian H, where the quantities αi and β i that appear in (281) are now
regarded as variable functions of t. Equations (281) are the relations involving the
generating function that relate the old variables xi , yi and t to the new variables αi , βi

and t. By Jacobi’s transformation theorem we obtain

dαi

dt
= ∂ R

∂βi
,
dβi

dt
= − ∂ R

∂αi
, (i = 1, 2, . . . , m), (282)

where

R = H + ∂V

∂t
. (283)

But 0 = ∂V
∂t + H1 and so R = H − H1 and H = H1 + R. Thus, with (282) we have

arrived precisely at Jacobi’s theorem on canonical elements (see Sect. 3.7.1 above).
Equations (7.26) combined with (7.25) for the intermediate orbit lead to the actual
orbit and the solution to the problem.

Charlier referred to the theory of variation of constants, which he contributed to
in this elegant derivation using canonical transformations. It should be noted that he
had proved the theorem on canonical elements earlier in volume one of Mechanik des
Himmels (Charlier 1902, 69–74) along the same lines as Jacobi’s (1866b, 355–358)
proof in Theorem IX ofUeber diejenige Probleme. (See our account in Sect. 3.7.1) The
proofwe have just presented fromvolume two ofCharlier’swork in turn harkened back
to Jacobi’s (1866b, 464–468) account in Sect. 41 where he showed that the theorem
on canonical elements could also be derived from Theorem X on canonical transfor-
mations. Because Charlier was using a time-dependent generating function obtained

123



Canonical transformations from Jacobi to Whittaker 323

from a solution to the H–J equation he was able to simplify Jacobi’s procedure. (This
method of proof was not available to Jacobi (1866b) or Desboves (1848) because they
only considered time-independent generating functions.)

Some perspective on Charlier’s derivation is provided by a comparison with stan-
dard dynamical theory as is found, for example, in mechanics textbooks of Goldstein
(1950) or Landau and Lifshitz (1969). Charlier is beginning with Jacobi’s integration
theorem as known. (This theorem was in fact proved in volume one (Charlier 1902,
62–66).) A transformation then leads to Jacobi’s theorem on canonical elements with
the desired Eq. (280) for these elements. By contrast, in Landau and Lifshitz (1969)
or Goldstein (1950) a canonical transformation obtained from a complete solution to
the H–J equation is used to prove Jacobi’s integration theorem. Furthermore, these
authors do not include the theory of variation of constants as a subject in their books.

However, Charlier’s derivation embodies some of the characteristics that are in
principle at the core of Hamilton–Jacobi methods in modern celestial mechanics.
Consider the following passage from Vinti (1998, 57):

At this point the question may arise: Since we have already solved the Kepler
problem, why solve it again with such a complicated piece of machinery as
the HJ procedure? The answer is this: The HJ solution will yield a canonical
transformation of the Cartesian q’s and p’s or the spherical coordinate q’s and
p’s to the α’s and β’s, which are so closely related to the Keplerian elements.
Most problems in orbital mechanics and celestial mechanics are solved by a
method of perturbations, beginning with a solution of a problem already solved,
such as the Kepler problem. If we begin with the Keplerian solution, we use the
Keplerian elements as variables in the perturbed problem. Once we have solved
the perturbed problem by finding the variable Keplerian elements as functions
of time, we can write down the solution for the position vector r and the velocity
ṙ …”.

7.2.3 Conservative systems and time-independent generating functions

Charlier (1907, 339) remarked that the above result was of limited practical use in
calculating orbits because terms appear in Eq. (276) involving time t as a multiplier,
and this introduces serious complications into the integration. In a three-body problem,
it is necessary to employ other means. In fact, he suggested, there is no general method
beginning with an intermediate orbit for obtaining a suitable transformation.

Charlier (1907, 339–342) turned to the case where the Hamiltonian is independent
of time and obtained results that were more productive. Here he derived equations
corresponding to (282) for the variable elements. The Hamilton–Jacobi equation for
the intermediate orbit is

0 = ∂V

∂t
+ H1

(
x1, x2., . . . , xm; ∂V

∂x1
,

∂V

∂x2
, . . . ,

∂V

∂xm

)
(284)
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where H1 does not involve time. Jacobi’s integration theorem is next presented in the
following form. We consider an integral of (284) of the form

V = −Ct + W , (285)

where C is a constant and W = W (x1, x2, . . . , xm) does not contain t. Because
∂V
∂xi

= ∂W
∂xi

, (284) and (285) give rise to the equation

C = H1

(
x1, x2, . . . , xm; ∂W

∂x1
,
∂W

∂x2
, . . . ,

∂W

∂xm

)
. (286)

A complete integral of (286) has the form

W = W (x1, x2, . . . , xm;α1, α2, . . . , αm). (287)

The constant C in (286) is taken to be a function of α1, α2, . . . , αm :

C = C(α1, α2, . . . , αm). (288)

In Jacobi’s original statement of Jacobi’s integration theorem for conservative
systems, the constant C was made equal to αm (see Sect. 3.6 above). In Charlier’s
formulation, C is given more generally by (288). From (281) and (285) we obtain

∂W

∂xi
= yi ,

∂W

∂αi
= ∂C

∂αi
t − βi , (i = 1, . . . , m). (289)

Let ωi = − ∂C
∂αi

t + βi . Returning to the original Hamiltonian H, we now take αi

to be a variable function of time while ωi is a linear function of time. The generating
function W and Eq. (289) give rise to a canonical transformation from xi , yi to αi , ωi .
Hence we have the canonical equations

dαi
dt = ∂ H

∂ωi
,

(i = 1, 2, . . . , m)
dωi
dt = − ∂ H

∂αi
,

(290)

for the variable elements αiand ωi .
Charlier continued with an investigation of intermediate orbits, focusing on H–J

partial differential equations that could be solved by the method of separation of
variables. A key object of interest was periodic orbits. The concept of an action-
angle variable developed out of this analysis (see Nakane (2015)). Although these
researchers were not closely related to the subject of canonical transformations, the
resulting methods and solutions played an important role in the further development
of H–J theory.
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7.3 Classification of generating functions

In considering canonical transformations from x1, . . . , xm; y1, . . . , ym to
ξ1, . . . , ξm; η1, . . . , ηm it should be noted that there are generating functions
other than ψ(x1, . . . , xm; ξ1, . . . , ξm). This fact had been noted and discussed by
Donkin (1855, 314) and Poincaré had considered generating functions of more than
one form. At the end of section one of the eleventh chapter Charlier (1907, 355–356)
presented without any further commentary four types of generating functions and the
relations each generating function must satisfy to produce a canonical transformation.
He used the same symbol ψ in each case; we add subscripts to distinguish between
the different cases.

1. ψ1 = ψ1(x1, . . . , xm; ξ1, . . . , ξm) with the relations

∂ψ1

∂xi
= yi ; ∂ψ1

∂ξi
= −ηi . (291)

2. ψ2 = ψ2(y1, . . . , ym; η1, . . . , ηm) with the relations

∂ψ2

∂ yi
= xi ; ∂ψ2

∂ηi
= −ξi . (292)

3. ψ3 = ψ3(x1, . . . , xm; η1, . . . , ηm) with the relations

∂ψ3

∂xi
= yi ; ∂ψ3

∂ηi
= ξi . (293)

4. ψ4 = ψ4(y1, . . . , ym; ξ, . . . , ξm) with the relations

∂ψ4

∂ yi
= xi ; ∂ψ2

∂ξi
= ηi . (294)

The transformation theoremhad been proved for the first caseψ1 with the associated
relations ∂ψ1

∂xi
= yi ; ∂ψ1

∂ξi
= −ηi . Charlier provided no proof that the second, third and

fourth functions ψk(k = 2, 3, 4) and the associated relations give rise to canonical
transformations. Of course, It might seem clear that the original proof for the first
case could be suitably revised for each of the other cases. However, it seems more
likely that Charlier’s was thinking along the following elementary lines. We show
how this works for the third case; the others follow in a similar way. We have ψ3 =
ψ3(x1, . . . , xm; η1, . . . , ηm) with the relations as prescribed in the third case, ∂ψ3

∂xi
=

yi ; ∂ψ3
∂ηi

= ξi . Since ψ3 does not involve yi or ξi we have
∂ψ3
∂ yi

= 0 and ∂ψ3
∂ξi

= 0. These
last conditions suggest that we try ψ1 given as

ψ1 = ψ3 −
m∑
1

ξiηi . (295)
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For ψ1 so defined we have ∂ψ1
∂xi

= ∂ψ3
∂xi

= yi . Furthermore, we find that

∂ψ1

∂ξi
= −ηi .

Hence for ψ3 with the conditions ∂ψ3
∂xi

= yi ; ∂ψ3
∂ηi

= ξi we are led to ψ1 with

conditions ∂ψ1
∂xi

= yi ; ∂ψ1
∂ξi

= −ηi and so the transformation is canonical.
In the cases of ψ2 and ψ4 we are led directly to the following expressions for ψ1:

ψ1 =
m∑
1

(xi yi − ξiηi ) − ψ2 (296)

ψ1 =
m∑
1

xi yi − ψ4 (297)

In each case, the prescribed relations imply that ∂ψ1
∂xi

= yi ; ∂ψ1
∂ξi

= −ηi and thus the

transformation given by these relations is canonical.62

7.4 Charlier: concluding comments

Although Charlier was primarily an astronomer, he contributed to making canonical
transformations a standardmathematical tool in the analysis of perturbations. The level
of thisworkwas high,with lucid derivations ofmathematicalmethods and their various
applications to problems of perturbed motion. He preserved Jacobi’s theory largely
in its original form with some innovations and minor rearrangements. As we saw in
Sect. 7.2, he showed in solving dynamical problems how solutions to the H–J partial
differential equation could be effectively used as generating functions for canonical
transformations. However, unlike Poincaré (1905) (Sect. 6.5.3) and Whittaker (1904)
(Sect. 8.3) he did not use transformations obtained in this way to prove Jacobi’s
integration theorem and instead derived this result directly.

In the years following the publication of Die Mechanik des Himmels Charlier
became a pioneer in the statistical study of stellar motion (see Trumpler 1933). This
work was formative in the development of mathematical statistics. He was also inter-
ested in cosmology and invented something known as the hierarchic theory of the
universe. It was one of the last grand cosmological schemes prior to the advent in the
1930s of the expanding-universe paradigm of cosmology. (See North (1965, 18–22)
for details.)

62 Charlier does not give the expressions (7.37) and (7.38) for ψ3, ψ2, ψ4. They were given by Donkin
(1855) and can be found in modern textbooks; see for example, Goldstein (1950, 240–243).
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8 Whittaker (1904): new directions

8.1 Introduction

EdmundWhittaker’s (1899) survey of research on the three-body problem established
him as a knowledgeable writer about celestial mechanics. In 1904 he publishedA Trea-
tise on the Analytical Dynamics of Particles and Rigid Bodies, a substantial theoretical
study of mathematical mechanics. Chapters X, XI and XII of Whittaker’s book were
devoted to Hamilton–Jacobi theory, including Chapter XI on transformation theory.
His approach to the subject differed somewhat from Poincaré’s or Charlier’s, with a
stronger emphasis on differential geometry and a more abstract approach to the sub-
ject matter. He also drew on some of Sophus Lie’s ideas about transformations and
their properties. In his 1899 survey, he had included nothing on canonical or contact
transformations. However, in his Analytical Dynamics he elevated the subject to a
whole area of investigation with its own chapter. Indeed, the concept of a contact or
canonical transformation was at the base of his organization of the theory.

Wewill examine two results reported on byWhittaker: his formulation and proof of
Jacobi’s transformation theorem in Chapter XI, and his proof of Jacobi’s integration
theorem in Chapter XII.

8.2 Jacobi’s transformation theorem

In modern mathematical dynamics circa 1960, the term “contact transformation” is
more or less equivalent in meaning to “canonical transformation,” that is, a transfor-
mation that preserves the canonical form of the canonical equations.63 Whittaker’s
conception of a “contact transformation” was somewhat different, and originated in
a notion introduced by Sophus Lie.64 Whittaker’s book contains statements such as
the following: “The whole course of a dynamical system can thus be regarded as the
gradual self-unfolding of a contact-transformation.” In the second edition (1917, 290)

63 InCorben andStehle’sClassical Mechanics (1950)Sect. 68 the termcontact transformation is used. In the
index of the book under the entry “Canonical transformations” one finds “see Contact transformations.”.In
Sect. 67 (p. 218) of Corben and Stehle’s book a transformation is said to be a contact transformation
from q,p to Q,P if there exists a function S = S(q,Q) such that pdq-PdQ = dS. The authors then give
Poincaré’s proof that such a transformation preserves the canonical form of the canonical equations (with
no reference to Poincaré.) In Sect. 68 (p. 221) the authors write, “The essential reason for the introduction
of contact transformations is the property exhibited by (67.3) [the canonical Eqs. (8.1) in our account] that
they leave the form of the canonical equations invariant.”.In Goldstein’s Classical Mechanics (1950) the
term “canonical transformation” is used in the same way. The terms contact transformation and canonical
transformation mean the same thing in the two books. “Canonical transformation” has become the standard
in today’s mechanics.(It should be noted that Carathéodory (1935, 78-121) some years earlier wrote in
detail about contact and canonical transformations and the relation between them. He proved a theorem
(Satz 1) in Sect. 121 on pp. 107-108 that asserts that the two concepts—general homogeneous canonical
transformation and general contact transformation—are the same (except for matters of notation).).
64 Whittaker (1904) doesn’t identify where in Lie’s work the relevant mathematical theory was developed.
Presumably Lie and Georg Scheffers’ Geometrie der Berührungstransformationen (Leipzig, 1896) was an
important source. In the second (1917) edition Whittaker adds a new section at the beginning of Chapter XI
where he uses ideas from Hamilton’s optics to introduce transformations in a geometric way, and he here
refers to Lie’s contact transformation, again with no references to sources.
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he writes, “From the point of view of Pure Mathematics, we regard the change from
the set of variables (x, y, z, l, m, n) to the set of variables (x’, y’, z’, l’, m’, n’) or (to
express it geometrically) from the surfaces σ to the surfaces Σ , as a transformation.
The function V is thus to be regarded as determining a transformation of space which
changes any surface σ into a new surface Σ .”

Nevertheless, in analytical terms, Whittaker definition seems to have reduced to a
transformation given in terms of a generating function. This fact is apparent in the
definition given at the beginning of Chapter XI. In Sect. 126 (1904, 284) one finds:

… the transformation from the variables (q1, q2, . . . , qn, p1, . . . , pn) to vari-
ables (Q1, Q, . . . , Qn, P1, . . . , Pn) is a contact transformation, for the expres-
sion

n∑
r=1

(Pr d Qr − prdqr )

becomes, in virtue of these equations, dW , and so is a perfect differential.

Whittaker stated Jacobi’s transformation theorem in Sect. 136, “On the transfor-
mation of a given dynamical system into another dynamical system.” In subsequent
editions the title is changed to “Jacobi’s integration theorem on the transformation of
a given dynamical system into another dynamical system.” In these later editions a
reference is added to Jacobi (1837b), although no mention is made of Jacobi’s (1866b)
more noteworthy Ueber diejenigen Probleme that contained a detailed discussion and
full proof of the result. (Furthermore, the result Whittaker presented is incomplete,
and the full result appears only in Sect. 138.) We here provide only an outline of the
derivation.

Whittaker’s proof is spread over two chapters and three sections. It involves three
parts: a result in Sect. 116 (Chapter X) about “relative integral invariants”; a partial
proof in Sect. 136 (Chapter XI) of the theorem; and the completion of the proof in
Sect. 138 (Chapter XI) giving the form of the transformed Hamiltonian. The proof is
altogether a very elaborate construction. We begin with the canonical system

dqr

dt
= ∂ H

∂ pi
,
dpr

dt
= −∂ H

∂qr
, (r = 1, 2, . . . , n), (298)

where H = H(qr , pr , t) is a given function of qr , pr , t . Let
(Q1, Q2, . . . , Qn, P1, . . . , Pn) be 2n variables related to (q1, q2, . . . , qn, p1, . . . , pn)
by means of a contact transformation. Analytically this means we have a function W
= W (qr , Qr ) such that

n∑
r=1

Pr d Qr −
n∑

r=1

prdqr = dW . (299)
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We now consider a process of variation denoted by δ. Under this variation we have

n∑
r=1

PrδQr −
n∑

r=1

prδqr = δW . (300)

In the preceding chapter “Hamiltonian systems and their-integral invariants” Whit-
taker developed a body of results on invariants associated with transformations defined
with respect to a class of differential equations. Despite the title, the theory was more
general than transformations defined for Hamiltonian or canonical systems of dif-
ferential equations. The approach was formalistic and rather abstract. Whittaker was
stimulated by researches of Poincaré and Lie to develop the subject in the spirit of
what he called “Pure Mathematics.”

Whittaker concluded from (300) that
∑n

r=1 PrδQr is something called a “relative
integral invariant.” Appealing to results presented in the preceding chapter, Whittaker
reasoned that one is able to infer the existence of a function K = K(Qr , Pr , t) such
that

dQr

dt
= ∂K

∂ pi
,
dPr

dt
= − ∂K

∂ Pr
, (r = 1, 2, . . . , n) (301)

Whittaker’s proof hinged on this existence result. In Sect. 138 (Chapter XI) he
proceeded to deduce a somewhat complicated expression for K that reduces in the
conventional problem to the form

K = H + ∂W

∂t
. (302)

His reasoning involved the differential form (299) and some facts about differential
equations. One concludes finally that the transformation defined by (300) preserves
the canonical form of the Eq. (298), with H being replaced by K in the transformed
equations.

Whittaker’s proof of Jacobi’s transformation theorem is different from those of
Desboves (1848), Donkin (1855), Jacobi (1866b), and Poincaré (1892/1905 and 1899),
and is challenging to follow and to understand. In contrast to Poincaré, his proof made
no use of variational laws and was a result of the theory of differential equations
developed from the viewpoint of differential geometry. The derivation was not taken
up by later physicists and mathematical astronomers who otherwise found great value
in the theory of canonical transformations. Whittaker’s proof remains a curious piece
of analytical exotica from a formative period in the development of the theory of
transformations.

8.3 Proof of Jacobi’s integration theorem

In Jacobi’sVorlesungen the Hamilton–Jacobi differential equation is derived in lecture
8 in terms of Hamilton’s principal function. In his statement about the integration
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theorem in lecture 20 Jacobi takes the H–J equation as given from the outset. A
complete integral of this equation then leads to a solution of the dynamical equations.

In Sect. 142 of his Analytical Dynamics Whittaker proceeded in a different way.
His proof of the integration theorem is the one given by Jacobi (1866b, Sect. 41)
in his Ueber diejenigen Probleme, although nowhere in the Analytical Dynamics (in
any of its editions) does Whittaker refer to this source. We have the Hamiltonian
H = H(q1, q2, . . . , qn, p1, . . . , pn, t). Whittaker begins with a function W of the
variables q1, q2, . . . , qn, Q1, Q2, . . . , Qn, t :

W = W (q1, q2, . . . , qn, Q1, Q2, . . . , Qn, t) (303)

We introduce another set of variables P1, P2, . . . , Pn and consider
a contact or canonical transformation from q1, q2, . . . , qn, p1, . . . , pn to
Q1, Q2, . . . , Qn, P1, P2, . . . , Pn defined using W by the relations

pr = ∂W

∂qr
, Pr = − ∂W

∂ Qr
(r = 1, 2, . . . , n). (304)

The transformed Hamiltonian K is

K = H + ∂W

∂t
. (305)

The transformation is canonical and so we have

dQr

dt
= ∂K

∂ Pr
,
dPr

dt
= − ∂K

∂ Qr
. (306)

The next step is to let K = 0, obtaining in this way the Hamilton–Jacobi partial
differential equation:

H + ∂W

∂t
= 0. (307)

Let W be a solution of (307). Then K = 0 and Eq. (306) become

Qr = αr , Pr = βr , (r = 1, 2, . . . , n) (308)

where αr and βr (r = 1, …, n) are constants. Equations (304) may then be used to
express the qr and pr as functions of t and the arbitrary constants α1, …, αn, β1, …,
βn. Jacobi’s integration theorem has been proved. In the second edition, Whittaker
would refer to Jacobi (1837a), without noting that the theorem is proved in a different
way there.

In Chapter 13, Whittaker reviewed work that had been done on reducing the degree
of the three-body problem. In his 1899 report, he had independently examined each
mathematician’s procedure. By contrast, the treatment in Chapter 13 is unified around
the use of transformations and generating functions by different researchers (including
himself) to achieve the given reductions.
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8.4 Historical reflections onWhittaker’s Analytical Dynamics

In reference toWhittaker’sAnalytical Dynamics, Herbert Goldstein (1950, 269) writes
at the end of the chapter in his Classical Mechanics on canonical transformations,
“Much of the material given in the Nordheim and Fues article is also discussed by
Whittaker in Chapters IX and X, more from the viewpoint of the mathematician, and it
is interesting to contrast the two treatments.”65 This note and several others are omitted
in the second (1980) edition of the book, replaced by newer references to the literature.
In the second edition Goldstein (1980, p. viii) states in the preface, “Occasionally, a
line of reasoning presented in the first edition has been supplemented by a different
way of looking at the problem. The most important example is the introduction of the
symplectic approach to canonical transformations, in parallel with the older technique
of generating functions.”

Beginning in the 1950s, symplectic geometry was adopted by some investigators in
abstract theoretical mechanics. A book on the new theory was Ralph Abraham’s 1967
Foundations of Mechanics. On p. 100, Abrahamwrites, “Symplectic diffeomorphisms
are known classically as homogeneous canonical (or contact) transformations”
[emphasis in the original].

The symplectic approach to mechanics only got underway in the 1950s and 1960s.
However, S. C. Coutinho in a study of Whittaker’s Analytical Dynamics suggests that
this approach was foreshadowed in that book. Coutinho writes (p. 356).

Although theword symplectic was only coined byH.Weyl in 1939… the subject
has its roots in thework of Lagrange and Poisson…with important contributions
by G. Darboux and S. Lie. The present approach, in terms of differential forms,
goes back to Lie’s theory of contact transformations (Berührungstransformation)
…

On the next page he continues,

Even a cursory look at the table of contents of Analytical Dynamics suggests
why it is still useful: although couched in an older language one finds there most
of the topics dealt with in modern tracts, including several that we commonly
associate with the symplectic approach that became prevalent since the 1960s.

Although Whittaker’s development of Hamilton–Jacobi’s theory was not entirely
successful it at least embodied tendencies that would germinate half a century later in
a formal approach to dynamics cultivated by one school of modern researchers.

9 Conclusion

In the nineteenth century, a major historical shift took place in the investigation of
canonical equations and transformations, from an emphasis before 1850 on the theory
of perturbations and the detailed investigation of the time rate of change of the orbital
elements, to an embrace during the second half of the century of general dynamical

65 Goldstein erred here, the relevant Chapters in Whittaker were X, XI and XII.
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theory. Lagrange, Poisson, Jacobi and Desboves were focused on the variation of con-
stants arising in the integration of the differential equations of gravitating systems of
bodies. Jacobi’s theorem on canonical elements was a central result in his exposition
of the theory, and it was also at the centre of Desboves’ investigation. Of course,
Jacobi also pursued theoretical lines of research and recognized more general possi-
bilities implicit in the theory, although these possibilities were not fully explored in
his researches. It is also true that astronomers such as Tisserand and Charlier in the
decades around 1900 continued to investigate the variation of constants and perturbed
orbits. Nevertheless, the more mathematical-minded investigators, Donkin, Poincaré,
and Whittaker among them, concentrated on general dynamical analysis and Hamil-
ton–Jacobi theory insofar as they could be applied to perturbation problems. Inmodern
physics textbooks, Jacobi’s theorem on canonical elements is nowhere to be found,
and the subject of perturbations is a specialized if an important field of investiga-
tion.66 Jacobi’s theorem on canonical elements remains a standard result in celestial
mechanics.67

The idea of transformations that preserve the canonical form of a system of dif-
ferential equations originated with Jacobi in 1837. A method for generating such
transformations was a signal contribution of his inscrutable creative genius.68 In
the next sixty years, such transformations were the subject of isolated investigation
by researchers in France and England, culminating at the end of the century with
Poincaré’s systematic exposition. In the latter canonical transformations occupy a
much more prominent place than they did in Jacobi’s dynamical corpus. In the first
decades of the new century the theory of canonical transformations emerged as a sub-
ject in its own right, a change that is evident in the prominence it received in the books
of Whittaker (1904) and Charlier (1907).

Jacobi invented the idea of the canonical transformation, a mathematical advance
not anticipated in the earlier work of Hamilton or others. Jacobi’s strength was his
unparalleled grasp of algorithmic mathematics and his ability to find operational,
formal solutions and methods.69 Bell (1986, 327) in his book Men of Mathematics

66 For an informative account of perturbation theory in atomic physics in the 1920s see Fues (1927), in
which the subject receives its own chapter in the Handbuch der Physik. Fues includes some remarks on
the relation of perturbations in physics to traditional celestial mechanics. He writes (p. 132), “In the past,
physics had little reason to be interested in this mode of calculation, until the establishment of Bohr’s
atomic model suddenly created a close relationship between atomic theory and cosmic astronomy.” For an
historical study of this subject see Shore (2003).
67 Vinit’s book on orbital and celestial mechanics contains a chapter on Hamilton–Jacobi theory that
features Jacobi’s theorem on canonical elements. See Vinti (1998, Chapter7).
68 In his biography of Jacobi, Koenigsberger (1904, 247) states Jacobi’s transformation theorem in the
part dealing with Jacobi’s researches in Konigsberg at the end of the 1830s. He doesn’t indicate where in
Jacobi’s writings the theorem is to be found or give many details about it but does comment that Jacobi
applied it to the problem of attraction to two fixed centres. This problem is taken up in lecture 29 of the
1866 Vorlesungen where it is solved using Jacobi’s integration theorem that had been presented in lecture
20. (Koenigsberger also doesn’t give any of this information. The problem of attraction to two fixed centres
is cited by Nakane and Fraser (2002, 215).) The transformation theorem itself does not appear in lecture
29 or anywhere else in the Vorlesungen. Koenigsberger does not appear to be aware that the transformation
theorem was first stated in Jacobi’s Paris note of 1837 and proved as Theorem X in the 1866 supplemental
work Ueber diejenigen Probleme. (See also the discussion in Sect. 3.7.2 above.).
69 It should be noted that despite Jacobi’s strong algorithmic and formal tendencies, his work possessed
a more developed sense of mathematical deduction and proof than was the case for such older figures as
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fittingly titled his chapter on Jacobi, “The great algorist.”70 In Jacobi’s approach to
the calculus of variations the formal, algorithmic aspect was paramount, although it
is true that some of his innovations, for example the conjugate point, had geometric
implications. While the subject of canonical transformations developed out of a part
of dynamical analysis with strong roots in the calculus of variations, Jacobi’s study
of transformations was analytical and did not draw on notions involving continuous
variational processes.71

By contrast, variational processes were critical to Poincaré’s approach and imparted
a “topological” element to the theory. A key contribution consisted of his treatment in
1899 of Jacobi’s transformation theorem, where a variational law provided a powerful
structural tool in the derivation of this result. The contributions of Poincaré in this
respect are highlighted by Gaston Darboux in his 1916 éloge:

…Jacobi had established a theorywhich appeared to be one of themost complete
in dynamics. For fifty years we lived on the theorems of the illustrious German
mathematician, applying them and studying them from all angles, but without
adding anything essential. It was Poincaré who first shattered these rigid frames
in which the theory seemed to be encased and contrived for it vistas and new
windows on the external world. He introduced or used, in the study of dynamical
problems, different notions: the first, which had been given before and which,
moreover, is applicable not solely to mechanics, is that of variational equa-
tions, namely, linear differential equations that determine solutions of a problem
infinitely near to a given solution; the second, that of integral invariants, which
belong entirely to him and play a capital part in these researches.72

From its origins up until the early years of the twentieth century Hamilton–Jacobi
theory was primarily of interest to mathematical analysts and researchers in celes-
tial mechanics, the latter being active throughout this period. After around 1915 the
methods of Hamilton–Jacobi theory were adopted by atomic physicists in Germany.
Prominent in this group were Arnold Sommerfeld in Munich andMax Born in Göttin-
gen. Sommerfeld (1919, 485) wrote: “Up to a few years ago it was possible to consider
that the methods of mechanics of Hamilton and Jacobi could be dispensed with for
physics and to regard it as serving only the requirements of the calculus of astronomic

Footnote 69 continued
Lagrange. Jacobi’s thinking about the foundations of mechanics and mathematics in relation to Lagrange
is examined by Pulte (1996, 1997, 1998). Pulte draws attention to Jacobi’s Berlin lectures (Jacobi 1996),
which were not published during the period although they appear (as lectures themselves or as lecture notes)
to have influenced Bernhard Riemann and Carl Neumann. In terms of the work considered in the present
study the most important influence on Jacobi was Hamilton rather than Lagrange.
70 Jacobi was a remarkable figure and a leading mathematician of the nineteenth century; in Klein’s (1926)
history of nineteenth-century mathematics he is accorded the same prominence as Gauss, Riemann and
Weierstrass. However, Jacobi does not seem to enjoy a correspondingly high profile in today’s mathematical
culture. For example, he does not appear in Victor Katz’s History of Mathematics, a widely read textbook
today.
71 A lack of a systematic geometric perspective affected not only Jacobi’s contributions to mathematical
dynamics but also his work in pure analysis. Demidov (1982, 339–340) states that this limitation prevented
Jacobi from creating a general theory of first-order partial differential equations, something that would be
achieved by Sophus Lie in the 1870s.
72 English translation in Bell (1986, 544–545).
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perturbations and the interests of mathematics.” As a result of the rapid development
of quantum theory, the situation had changed dramatically. Sommerfeld continued: “
… it seems [today] almost as if Hamilton’s method was expressly created for treating
the most important problems of physical mechanics.”73

In the late fall of 1922 Born led a private Poincaré reading circle in his cramped
apartment in Göttingen, which included the youngWerner Heisenberg (Cassidy 1992,
147). Poincaré was a major mathematical inspiration. Cassidy (1992, 147) writes
that “Werner also studied Poincaré with Born “with every ounce of energy.”” (The
quoted words are from a letter Heisenberg wrote to his parents.) A focus of their
work was action-angle variables and periodic atomic orbits treated using the math-
ematical methods Poincaré had developed for celestial mechanics. Another source
of inspiration at Göttingen was the mathematician David Hilbert’s (2009) lectures
on quantum mechanics (winter semester 1922–1923), which covered the subject of
canonical transformations and their properties.

Insofar as the treatment of canonical transformations in modern textbooks is con-
cerned, a key source became Born’s 1925 Atommechanik. In the first chapter, there is
an account of Hamilton–Jacobi theory. Canonical transformations and the Hamilton—
Jacobi partial differential equation are introduced along the lines set out by Poincaré.
In particular, Born took his proof of Jacobi’s theorem on canonical transformations
from Poincaré (1899, Chapter 29), although no specific citation is made to Poincaré.
(Born elsewhere in the book does cite Poincaré (1899, Chapters 22–24) as well as
Poincaré (1893).)

In subsequent history, the Poincaré derivation of canonical transformations became
an integral part of mathematical mechanics, although Poincaré’s name is seldom If
ever mentioned. Lothar Nordheim was Born’s student and worked with him closely
in the 1920s. He was also Hilbert’s assistant and was heavily involved in writing
Hilbert’s lectures on quantum mechanics.74 A seminal contribution was Nordheim
and Fues (1927) essay in the Handbuch der Physik (discussed by us above in Sect. 1).
Textbooks on mechanics from the middle of the century draw mainly on Born (1925)

73 English translation in Sommerfeld (1923, 555–556).
74 Nordheim was Hilbert’s assistant from 1922–1927, although his primary mentor was Born (Nordheim
completed his physics PhD under Born in 1923). At this time Hilbert was entering retirement-age years
while Nordheim was in his early to mid-20 s. The more mathematical character of Nordheim’s writings
in the 1920s compared to other physicists was no doubt influenced by his contact with Hilbert. In Hilbert
(2009) the editors state that Nordheim and fellow Born student Gustav Heckmann “worked out” Hilbert’s
lectures on quantum mechanics from 1922–23 and Nordheim “worked out” Hilbert’s lectures on the same
subject in 1926–1927. It is not clear precisely what “worked out” means in this context but it may simply
have been that Nordheim and Heckmann wrote the lectures and Hilbert provided editorial emendations.
Fifty years later Nordheim would reflect on his time with Hilbert in less than positive terms. In a 1977
interview with historian of physics Bruce Wheaton, he recounted: “First I must say, during the time I
was his assistant, he [Hilbert] was very sick. And not the genius he had been. He lived very much in
the past in a way. His mathematical interest was logic, which was not terribly appealing to me. But he
had the conviction that the best thing for a young man was to work with him. That was a reward in
itself. And everything else, financial and family considerations, would be way down in importance.” (From
the website of the American Institute of Physics: https://www.aip.org/history-programs/niels-bohr-library/
oral-histories/5074.) Of course, personal memories of events long in the past may be selective. From
a mathematical viewpoint there are some interesting foundational aspects to Nordheim and Fues’ 1927
article that were likely influenced by Nordheim’s association with Hilbert (Nordheim was the first author
on this article).
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and Nordheim and Fues (1927) in their presentation of Hamilton–Jacobi theory.75

Goldstein’s (1950, 269–270) chapter on canonical transformations concludes with a
survey of the literature, all of which followed (without citation) the Poincaré 1899
proof of Jacobi’s theorem on canonical transformations. A somewhat more abstract
development of the theory (using terminology from tensor analysis and differential
geometry) is given by Yusuke Hagihara (1970, Chapter 1).

The subject of canonical transformations was also investigated by mathematicians,
a notable contributor being Constantin Carathéodory. In 1925 he wrote an essay on the
calculus of variations for Frank and vonMises’Die Differential- und Integralgleichun-
gen der Mechanik und Physik that included a section on canonical transformations.
Although framed in amore general and formalisticway than the correspondingwork of
the physicists, the basic idea of the proof of the theorem on canonical transformations
seems to have originated in ideas from Poincaré. This subject was also examined in
Carathéodory’s 1935 Variationsrechnung und partielle Differentialgleichingen erster
Ordnung (Chapter 6). A prominent concern here was the role of canonical transfor-
mations in the investigation of partial differential equations.

Not all later textbooks on the calculus of variations include canonical transforma-
tions as a subject, but several do, including Weinstock (1952), Gelfand and Fomin
(1963) and Akheizer (1988). In these writings, the basic theorem on canonical trans-
formations using generating functions is from Poincaré (1899), with no mention and
probably no awareness of this source.

Note: Except where otherwise noted, all translations from French and German in
this paper are by the authors.

Acknowledgements The authors would like to thank Jesper Lützen and Helmut Pulte for reading and
advising on the present paper. We are also grateful for the feedback that we have received at academic con-
ferences (Asian History of Astronomy Group, Physical Society of Japan, American Mathematical Society,
Canadian Mathematical Society and Canadian Society for the History and Philosophy of Mathematics) at
various stages in the preparation of the present study. Research for this article was financially supported
by the Social Sciences and Humanities Research Council of Canada, Japanese Grants-in-Aid for Scientific
Research (JP17500686), and the Eleanor P. May Funds of the University of Toronto.

Declarations

Conflict of interest On behalf of all authors, the corresponding author states that there is no conflict of
interest.

Appendix: Notation for Lagrange and Poisson Brackets

We have two sets of variables qi, pj and ai, bj (i, j = 1, 2, …, n). The two sets of
variables are functionally connected.

75 Physicists Herbert Corben and Philips Stehle (1950, v) write, “The parts of classical mechanics which
are of present-day interest to the physicist are not those which were of paramount interest in the nineteenth
century. At present fundamental physics is the physics of particles and fields, whereas nineteenth-century
mechanics was the study of the n-body problem. There are many points in common between these problems,
but the points of view are vastly different.” See also Fues’ comment in note 66 above.
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The Lagrange bracket as originally introduced by Lagrange (1809a, b) is defined
as

[ai , b j ] =
n∑

k=1

(
∂qk

∂ai

∂ pk

∂b j
− ∂qk

∂b j

∂ pk

∂ai

)
.

The Poisson bracket as originally introduced by Poisson (1809a, b) is defined as

(
ai , b j

) =
n∑

k=1

(
∂ai

∂qk

∂b j

∂ pk
− ∂ai

∂ pk

∂b j

∂ai

)
.

Some later authors adopted square brackets for Lagrange brackets and parentheses
for Poisson brackets. Other authors adopted the reverse. The table below gives the
convention followed by each author.

Lagrange bracket Poisson
bracket

Lagrange (1809a, 1811a, b) Square [xx] Round
(xx)

Poisson (1809a, b) Square [xx] Round
(xx)

Hamilton (1835) – Brace
{xx}

Desboves (1848) Square [xx] –

Donkin (1854) – Square
[xx]

Cayley (1858)(Cayley used the term “Coefficient” rather
than “bracket” and employed the same round parentheses
to denote both Lagrange and Poisson brackets. In the
edition of the report that was published in Cayley’s
collected papers (1890) the following sentence is added in
Sect. 13: “It may be noticed that throughout the Report, I
speak of the Lagrange’s Coefficients (a, b), and Poisson’s
Coefficients (a, b), distinguishing them in this manner,
and not by any difference of notation.”.)

Round (xx) Round
(xx)

Jacobi (1866a) Round (xx) Square
[xx]

Poincaré (1905) Round (xx) Square
[xx]

Brown (1903) Round (xx) and square [xx] –

Charlier (1902) Round (xx) Square
[xx]

Whittaker (1904) Square [xx] Round
(xx)

Carathéodory (1935) Square [xx] Round
(xx)
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Lagrange bracket Poisson
bracket

Nordheim and Fues (1927) Square [xx] Round
(xx)

Carathéodory (1935) Square [xx] Round
(xx)

Lanczos (1949) Square [xx] Round
(xx)

Goldstein (1950) Brace {xx} Square
[xx]

Corben and Stehle (1950) Square [xx] Round
(xx)

Brouwer and Clemence (1961) Square [xx] –

Landau and Lifshitz (1969) – Square
[xx]

Akhiezer (1988) Square [xx] –

Vinti (1998) Square [xx] Round
(xx)
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